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Abstract—We proposea protocol that, given a communication network,
computesa subnetwork suchthat, for every pair (u,v) of nodesconnected
in the original network, there is aa minimum-eneagy pathbetweenu and v in
the subnetwork (where a minimum-energy path is onethat allows messages
to be transmitted with a minimum useof enemgy). The network computed
by our protocolis in generala subnetwork of the onecomputedby the pro-
tocol givenin [12]. Mor eover, our protocol is computationally simpler. We
demonstratethe performanceimpr ovementsobtained by using the subnet-
work computedby our protocol through simulation.

I. INTRODUCTION

Multi-hop wirelessnetworks, especiallysensomnetworks, are
expectedto be deployedin a wide variety of civil andmilitary
applications Minimizing enegy consumptiorhasbeena major
designgoal for wirelessnetworks. As pointedout by Rodoplu
andMeng [12], network protocolsthat minimizesenegy con-
sumptionarekey to low-powerwirelesssensomnetworks.

We cancharacterize communicatiometwork usinga graph
G’ wherethe nodesin G’ representhe nodesin the network,
andtwo nodesu andv arejoined by anedgeif it is possiblefor
u to transmita messageo v if u transmitsat maximumpower.
Transmittingatmaximumpowerrequiresagreatdealof enegy.
To minimize enegy usagewe would like a subgraphG of G’
suchthat (1) G consistsof all the nodesin G’ but hasfewer
edges,(2) if © andv are connectedn G’, they arestill con-
nectedn G, and(3) anodeu cantransmitto all its neighborsn
G usinglesspower thanis requiredto transmitto all its neigh-
borsin G’. Indeed,whatwe would really like is a subnetvork
G of G’ with thesepropertieswherethe power for a nodeto
transmitto its neighborsin G’ is minimal. RodopluandMeng
[12] provide a protocolthat, given a communicationmetwork,
computesa subnetverk thatis enegy-efficientin this senseWe
call their protocolMECN (for minimum-enagy communication
networR.

Thekey propertyof the subnetvark constructedy MECN is
whatwe call theminimum-enegy property. GivenG’, it guaran-
teesthat betweenevery pair (u, v) of nodesthatare connected
in G, the subgraphGG hasa minimum-enagy path betweenu
andwv, onethatallows messageto be transmittedwith a mini-
mumuseof enegy amongall the pathsbetween: andv in G’.
In this paper we first identify conditionsthatarenecessanand
sufficientfor agraphto have this minimum-enegy property We
usethis characterizatiomo constructa protocolcalledSMECN
(for smallminimum-enegy communicatiometwork). The sub-
network constructedoy SMECN is provably smallerthanthat
constructedy MECN if broadcastata givenpower settingare
ableto reachall nodesin a circular region aroundthe broad-
caster We conjecturethat this propertywill hold in practice
evenwithoutthis assumptionOur simulationsshow thatby be-

ing ableto usea smallernetwork, SMECNhaslower link main-
tenancecoststhanMECN and canachieve a significantsaving
in enegy usage.SMECN is alsocomputationallysimplerthan
MECN.

Therestof the paperis organizedasfollows. Sectionll gives
thenetwork model(whichis essentialljthe sameasthatusedin
[12]). Sectionlll identifiesa conditionnecessarandsuficient
for achieving the minimum-enegy property This characteri-
zationis usedin SectionlV to constructthe SMECN protocol
andprovethatit constructsa network smallerthanMECN if the
broadcastegionis circular. In SectionV, we give theresultsof
simulationsshowving the enegy savings obtainedby using the
network constructecdby SMECN. SectionVI concludesour pa-
per

Il. THE MODEL

We use essentiallythe samemodel as Rodoplu and Meng
[12]. We assumehata setV of nodesis deployedin a two-
dimensionabrea,whereno two nodesarein the samephysical
location. Eachnodehasa GPSrecever on board,so knows it
own location, to within at least5 metersof accurag. It does
notnecessarilknow thelocationof othernodes.Moreover, the
locationof nodeswill in generakchangeovertime.

A transmissiorbetweemodeu andv takespower p(u, v)
td(u,v)" for someappropriateconstantt, wheren > 2 is the
path-lossexponentof outdoorradio propagationrmodels[11],
andd(u, v) is the distancebetweenu andv. A receptionat the
recever takes power ¢. Computationapower consumptions
ignored.

Supposeéhereis somemaximumpower p,,.... at which the
nodescantransmit. Thus,thereis agraphG’ = (V, E’) where
(u,v) € E’if it is possiblefor « to transmitto v if it transmits
at maximumpower. Clearly, if (u,v) € E, thentd(u,v)” <
Pmaz. HOwever, we do not assumehat a nodewu cantransmit
to all nodesv suchthattd(u, v)"™ < pmq.. FOr onething, there
may be obstaclesbetweenu and v that prevent transmission.
Even without obstaclesjf a unit transmitsusing a directional
transmitantennathenonly nodesin the region coveredby the
antenngtypically a cone-like region) will receve the message.
RodopluandMeng[12] implicitly assumehatevery nodecan
transmitto every othernode.Herewe take afirst stepin explor-
ing whathappensf thisis notthe case However, we do assume
thatthegraphG’ is connectedsothatthereis a potentialcom-
municationpathbetweerary pair of nodesn V.

Becausethe power requiredto transmit betweena pair of
nodesincreasessthenth power of thedistancebetweerthem,
for somen > 2, it may requirelesspower to relay informa-



tion thanto transmitdirectly betweentwo nodes. As usual,a
pathr = (ug,...,u;) in agraphG = (V, E) is definedto be
an orderedlist of nodessuchthat (u;,u;1) € E. Thelength
of r = (uo,...,ur), denotedr|, is k. The total power con-
sumptionof apathr = (ug, ua, - - -, ux) in G’ is thesumof the
transmissiorandreceptionpower consumedi.e.,

o)=Y

i

(p(ui, uit1) + ).

A pathr = (ug,...,u,) is @ minimum-enagy path from wg
to uy, if C(r) < C(r") for all pathsr’ in G’ from wg to uy. For
simplicity, weassumehatc > 0. (Ourresultshold evenwithout
this assumptionbut it makesthe proofsalittle easier)

A subgraph = (V, E) of G’ hastheminimum-enegy prop-
erty if, for all (u,v) € V, thereis a pathr in G thatis a
minimum-enegy pathin G’ from u to v.

I1l. A CHARACTERIZATION OF MINIMUM-ENERGY
COMMUNICATION NETWORKS

Our goal is to find a minimal subgraphG of G’ that has
the minimum-enegy property Note that a graphG with the
minimum-enegy propertymustbe stronglyconnectedince by
definition, it containsa pathbetweenary pair of nodes.Given
suchagraph,thenodescancommunicatausingthelinks in G.

For this to be usefulin practice,it mustbe possiblefor each
of thenodesin the network to construct (or, atleast,therele-
vantportionof G from their point of view) in adistributedway.
In this sectionwe provide a conditionthatis necessarandsuf-
ficient for a subgraphof G’ to be minimal with respectto the
minimum-enegy property In the next sectionwe usethis char
acterizationto provide an efficient algorithmfor constructinga
graphG with the minimum-enegy propertythat,while notnec-
essarilyminimal, still hasrelatively few edges.

Clearlyif a subgraphG = (V, E) of G’ hasthe minimum-
enegy property anedge(u,v) € E is redundantf thereis a
pathr from u to v in G suchthat|r| > 1 andC(r) < C(u,v).
Let Gin = (V, Emin) bethesubgraptof G’ suchthat (u, v) €
Emin iff thereis nopathr from« tov in G’ suchthat|r| > 1 and
C(r) < C(u,v). As thenext resultshons, G,y is the smallest
subgraphof G’ with the minimum-enegy property

Theoemlll.1: A subgraphG of G’ hastheminimum-enegy
propertyiff it containsG,,;, asasubgraph.Thus,G ;. is the
smallestsubgraplof G’ with the minimum-enegy property

Proof: We first shawv that G,,;, hasthe minimum-enegy
property Supposeby way of contradictionthattherearenodes
u,v € V andapathr in G’ from u to v suchthat C(r) <
C(r") for ary paths’ from u to v in G- Supposehatr =
(uo, .. .,ux), whereu = ug andv = uy. Withoutlossof gen-
erality, we canassumehatr is thelongestminimal-enegy path
from v to v. Notethatr hasnorepeatedodedor ary cyclecan
beremovedto give a paththatrequiresstrictly lesspower. Since
Gmin hasnoredundanedgesforalli = 0,..., k—1, it follows
that (u;, u;+1) € Emin. For otherwise thereis a pathr; in G’
from w; to u; ;1 suchthat|r;| > 1 andC(r;) < C(u;, uit1).
But thenit is immediatethat thereis a pathr* in G’ suchthat
C(r*) < C(r) andr* is longerthanr, contradictingthe choice
of r.

To seethat G, is a subgraptof every subgraplof G’ with
the minimum-enegy property supposehat thereis somesub-
graphG of G’ with the minimum-enegy propertythatdoesnot
containthe edge (u,v) € En,. Thus,thereis a minimum-
enegy pathr from u to v in G. It mustbethe casethatC(r) <
C(u,v). Since(u, v) is notanedgein G, wemusthave |r| > 1.
Butthen(u,v) ¢ Emin, acontradiction. [ |

Thisresultshavsthatin orderto find asubgraplof G with the
minimum-enegy property it sufficesto ensurethatit contains
Gmin @sasubgraph.

IV. A POWER-EFFICIENT PROTOCOL FOR FINDING A
MINIMUM-ENERGY COMMUNICATION NETWORK

Checkingif anedge(u,v) is in Ey,;, may requirechecking
nodesthatarelocatedfar from «. This mayrequirea greatdeal
of communicationpossiblyto distantnodesandthusrequirea
greatdealof power. Sincepower-efficiency is animportantcon-
siderationin practice,we considerherean algorithmfor con-
structinga communicatiometwork thatcontainsG,;, andcan
be constructedn a power-efficient mannerratherthantrying to
CONStruct min itself.

Saythatanedge(u, v) € E’ is k-redundanif thereis a path
r in G’ suchthat |r] = k andC(r) < C(u,v). Notice that
(u,v) € Emin iff it is not k-redundanfor all ¥ > 1. Let E,
consistof all andonly edgesin E’ thatarenot 2-redundantin
our algorithm, we constructa graphG = (V, E) whereE 2
Es; in fact, underappropriateassumptionsff = E,. Clearly
E5 D Enin, SOG hastheminimum-enegy property

Thereis atrivial algorithmfor constructingtls. Eachnodeu
startstheprocesdy broadcasting neighbordiscorerymessge
(NDM) at maximumpower p,,...., Statingits own position. If a
nodewv recevesthis messageit respondgo u with a message
statingits location.Let M (u) bethesetof nodeghatrespondo
u andlet N»(u) denoteu’s neighborsin Es. Clearly Na(u) C
M (u). Moreover, it is easyto checkthat NV (u) consistsof all
thosenodesv € M (u) otherthanu suchthatthereis now €
M (u) suchthatC'(u, w,v) < C(u,v). Sinceu hasthelocation
of all nodesin M (u), N»(u) is easyto compute.

The problemwith this algorithmis in thefirst step,whichin-
volvesa broadcastisingmaximumpower. While this expendi-
tureof powermaybenecessarif therearerelatively few nodes,
sothatpower closeto p,,.... Will berequiredto transmitto some
of w’'s neighbordn FEj, it is unnecessarin densemetworks. In
this casejt may requiremuchlessthanp,,. to find u’'s neigh-
borsin F5. We now presenta more power-efficient algorithm
for finding theseneighborspasedon ideasdueto Rodopluand
Meng[12]. Forthisalgorithm,we assumeéhatif anodeu trans-
mits with power p, it knows theregion F'(u, p) aroundu which
canbe reachedvith power p. If thereareno obstaclesandthe
antennds omnidirectionalthenthisregionis justacircle of ra-
diusd, suchthattd; = p. We areimplicitly assuminghateven
if thereare obstaclesr the antennas not omni-directional,a
nodewu knows the terrain and the antennacharacteristicavell
enoughto computeF (u, p). If thereareno obstaclesye shov
that E» is a subgraphof what Rodopluand Meng call the en-
closure graph Our algorithmis a variantof their algorithmfor
constructingheenclosuregraph.

Before presentinghe algorithm, it is usefulto definea few



terms.

DefinitionlV.1: Givenanodev, let Loc(v) denotethe phys-
ical locationof v. Therelay region of the transmit-relaynode
pair (u, v) isthephysicalregion R,,,,, suchthatrelayingthrough
v to ary pointin R, _., takeslesspower thandirecttransmis-
sion. Formally,

RU"’U = {('Tay) : O(uava (T*y)) S C(U, (Tay))}a

wherewe atusenotationandtake C(u, (x, y)) to bethe costof

transmittinga messagdérom « to a virtual nodewhoselocation

is (z,y). Thatis, if therewerea nodev’ suchthatLoc(v")

(z,y), thenC(u, (z,y)) = C(u, v'); similarly, C(u, v, (z,1)) =

C(u,v,v"). Notethat,if anodev is in therelayregion R, .,

thenthe edge(u, v) is 2-redundant. Moreover, sincec > 0,
Givenaregion F', let

Np ={v eV :Loc(v) € F};
if F' containsu, let

Rp(u) = (1)

M (F(t, pmaz) — Ru—w)-

wENFR

The following propositiongivesa useful characterizatiorof
NQ(U)

PropositionlV.2: Supposehat F' is a region containingthe
nodeu. If F* 2 Rp(u), thenNg,,) 2 Na(u). Moreover,
if F is a circularregion with centeru and F' O Rp(u), then
NRF(u) = NQ(U)

Proof: Supposehat /' O Rp(u). We shav that Ng,, )
D Ny(u). Supposehatv € Na(u). Thenclearly Loc(v) ¢
Uwev Ru—w andLoc(v) € F(u, pmaz). Thus,Loc(v) € Rp(u),
S0V € N, (w)-

Now supposethat F' is a circular region with centeru and
F 2 Rp(u). The precedingparagraptshawns that Ng,. .y 2
Na(u). We now shaw that Ng,.,y € Na2(u). Supposethat
v € Nppw)- If v & Na(u), thenthereexists somew such
that C(u, w,v) < C(u,v). Sincetransmissiorcostsincrease
with distancejt mustbethecasethatd(u, w) < d(u,v). Since
v € Nppuy © Nr andF is acircularregion with centeru, it
followsthatw € Np. SinceC(u,w,v) < C(u,v), it follows
that Loc(v) € Ry—w. Thus,v ¢ Rpg(u), contradictingour
originalassumptionThus,v € Na(u). |

The algorithmfor nodewu constructsa set F' suchthat ' O
Rr(u), andtriesto dosoin apower-efficientfashion.By Propo-
sition IV.2, thefactthat ¥ O Rp(u) ensureshat Ng,.(,) 2
N3 (u). Thus,thenodesin Ng,.(,) otherthanu itself aretaken
to be u’s neighbors.By Theoremlll.1, the resultinggraphhas
theminimum-enegy property

Essentially the algorithm for node« startsby broadcasting
anNDM with someinitial power pg, gettingresponsefrom all
nodesin F'(u,po), andcheckingif F'(u,po) 2 Rpup)(u)-
If not, it transmitswith more power. It continuesincreasing
the power p until F(u, p) 2 Rp(up)(u). It is easyto seethat
F(u,pmaz) 2 RE(u.pma.) (1), SOthataslong asthe power in-
creased0 pnq: eventually thenthis processis guaranteedo
terminate. In this paper we do not investigatehow to choose
theinitial power py, nor do we investigatehow to increasethe

power at eachstep. We simply assumesomefunction Increase

suchthatincreasé (po) = pmas for sufficiently large k. An ob-

vious choiceis to take Increasép) = 2p. If theinitial choice

of pg is lessthanthetotal power actuallyneededthenit is easy

to seethatthis guaranteethatthe total amountof transmission

power usedby v will bewithin afactorof 2 of optimal.®
Thus,the protocolrun by nodew is simply

P = po,
while F(u,p) 2 Rp(u,p)(u) dolincreasgp);
N(u) = NRF(u,p)

A morecarefulimplementatiorof this algorithmis givenin Fig-
ure 1. Note that we also computethe minimum power p(U)
requiredto reachall the nodesin N(u). In the algorithm, A
is the setof all the nodesthat« hasfound sofarin the search
andM consistof the new nodesfoundin the currentiteration.
In the the computationof n in the second-lasline of the algo-
rithm, we take Nyens (F(uy Prmaz) — Ru—wv) t0 b€ F(u, prmaz)
if M = (. For future reference we note that it is easyto
shaw that, after eachiteration of the while loop, we have that

n= mveA(F(uapmaz) - Ruav)-
Algorithm SMECN

P = po;

A=10;

NonNbrs = (;

n= F(uapmam);

while F'(u,p) 2 n do
p = Increasép);
BroadcastNDM with power p andgatherresponses;
M = {v|Loc(v) € F(u,p),v & A,v # u};
A=AUM,;
for eachv € M do
for eachw € A do
if Loc(v) € Ry—w then
NonNbrs = NonNbrs | J{v};
elseif Loc(w) € Ry, then
NonNbrs = NonNbrs | J{w};
n=nnN mvgjw(F(uJ)max) - Ru—»v);
N(u) = A — NonNbrs;

p(u) = min{p: F(u,p) 2 n}
Fig. 1. Algorithm SMECNrunningatnodeu.

Definethe graphG = (V, F) by taking (u,v) € E iff v €
N (u), asconstructedy the algorithmin Figurel. It is imme-
diatefrom the earlierdiscussionthat £ O E». Thus

TheoemlIV.3: G hastheminimum-enegy property

We next showv that SMECNdominatesMECN. MECN is de-
scribedin Figure2. For easiercomparisonywe have madesome
inessentiathangedo MECN to make the notationandpresen-
tation morelike thatof SMECN. The main differencebetween
SMECN and MECN is the computationof the region n. As

INote that, in practice,a nodemay control a numberof directionaltransmit
antennae.Our algorithmimplicitly assumeshatthey all transmitat the same
power. This wasdonefor easeof exposition. It would be easyto modify the
algorithmto allow eachantennato transmitusing differentpower. All thatis
requiredis thatafter sufiiciently mary iterations,all antennagransmitat maxi-
mumpower.



Algorithm MECN

P = po;

A=10;
NonNbrs = (;
n= F(u;pmam);

while F'(u,p) 2 n do
p = Increasép);
BroadcastNDM with power p andgatherresponses;
M = {v|]Loc(v) € F(u,p),v & A, v # u};
A=A M;
NonNbrs = NonNbrs|J M;
for eachw € M do Flip(v);
n= nvE(AfNoanrs)(F(u’pmam)
N(u) = A — NonNbrs;
p(u) = min{p : F(u,p) 2 n}

- Ruav);

Procedurelip(v)
if v € NonNbrs then
NonNbrs = NonNbrs | J{v};
for eachw € A suchthatLoc(w) € R,_.,, do
Flip(w);
elseif Loc(v) ¢ Uwe A— NonNbrs Ru—w then
NonNbrs = NonNbrs — {v};
for eachw € A suchthatLoc(w) € R,,—.,, do
Flip(w);

Fig. 2. Algorithm MECN runningat nodeu.

we obsered,in SMECN,n = Nyca(F (U, Pmaz) — Ru—v) at
the end of every iteration of the loop. On the otherhand, in
MECN, 7 = Nyec A—NonNbrs (F (U, Pmaz) — Ru—wv). Moreover,
in SMECN,anodeis neverremovedfrom NonNbrs onceit isin
theset,while in MECN, it is possiblefor anodeto beremoved
from NonNbrs by the procedureFlip. Roughly speaking,if
anodev € R,_., then,in the next iteration,if w € R,_.:
for a newly discoverednodet, butv ¢ R, _.;, nodev will be
removed from NonNbrs by Flip(v). In [12], it is shavn that
MECN is correct(i.e., it computesa graphwith the minimum-
enegy property)andterminateqand,in particular the proce-
dure Flip terminates).Herewe shaw that, at leastfor circular
searctregions,SMECNdoesbetterthanMECN.

TheoemlV.4: If the searchregionsconsideredy the algo-
rithm SMECN arecircular, thenthe communicatiorgraphcon-
structedby SMECN s a subgraplof the communicatiorgraph
constructedy MECN.

Proof: For eachvariablex thatappearsn SMECN, let 2%,
denotehevalueof z afterthekthiterationof theloop; similarly,
for eachvariablein MECN, let %, denotethe valueof = after
thekthiterationof theloop. It is almostimmediatehatSMECN
maintainsthe following invariant: v € NonNbrs% iff v € Ak
andLoc(v) € Uweak Bu—w. Similarly, it is not hardto shav

that MECN maintainsthe following invariant: v € NonNbrs’,
iff v € A% andLoc(v) € Uyear —nonnprst Ru—w. (Indeed,
thewhole point of the Flip procedurés to maintainthis invari-
ant.) Sinceit is easyto checkthat A% = A%, it is immedi-
atethat NonNbrs% O NonNbrsk,. Supposehat SMECN ter-

minatesafter kg iterationsof the loop and MECN terminates
after k,; MECN iterationsof the loop. Hencent C nk, for

all k < min(kg, kps). Sincebothalgorithmsusethe condition
F(u,p) 2 n to determinetermination,it follows that SMECN

terminatesiolaterthanMECN,; thatis, ks < k.

Sincethesearchregionusedby SMECNis assumedo becir-
cular, by PropositionV.2, A’gﬁ — NonNbrst = Ny (u). More-
over, evenif we continueto iteratetheloop of SMECN(ignoring
the terminationcondition),then F'(u, p) keepsincreasingwhile
1 keepsdecreasing.Thus, by PropositionlV.2 again,we con-
tinueto have A% — NonNbrs% = N, (u) evenif k > ks. That
meanghatif we wereto continuewith the loop after SMECN
terminatesnponeof the new nodesdiscoseredwould be neigh-
borsof u. Sincethe previousargumentstill appliesto show that
NoanngM D NoanrskMM, it follows that Ny (u) = AEM —
NonNbrs2 C A% — NonNbrs%y . Thatis, thecommunication
graphconstructecby SMECN hasa subsebf the edgesof the
communicatiorgraphconstructedy MECN. |

In the proof of TheoremlIV.4, we implicitly assumedhat
both SMECN and MECN usethe samevalue of initial value
po of p andthe samefunction Increase In fact, this assump-
tion is not necessarysincethe neighborsof « in thegraphcom-
putedby SMECNaregivenby N3 (u) independentf thechoice
of po and Increase aslong as F'(u,pg) 2 F(u,Pmas) and
Increasé?(po) > pmaz fOr k sufiiciently large. Similarly, the
proofof TheoremV.4 shavsthatthesetof neighborof u com-
putedby MECN is asupersebf N»(u), aslongasincreaseand
po satisfytheseassumptions.

TheoremV.4 showvsthattheneighborsetcomputedoy MECN
is asupersebf Ny(u). As thefollowing exampleshaws, it may
be a strict superse{sothatthe communicatiorgraphcomputed
by SMECNIs astrict subgraplof thatcomputedoy MECN).

ExamplelV.5: Considera network with 4 nodest, u, v, w,
whereLoc(v) € Ry, LoC(w) € Ry—¢, andLoc(v) ¢ Ry_.¢.
It is not hardto choosepower functionsand locationsfor the
nodeswhich have this property It follows that Na(u) = {t¢}.
(It is easyto checkthat Loc(t) ¢ R,_., U R,_..) Onthe
other hand, supposehat Increaseis suchthat ¢, v, andw are
addedto A in the samestep. Thenall of them are addedto
NonNbrs in MECN. Whichonesaretakenoutby Flip thende-
pendson the orderin which they are consideredn the loop 2
For example,if they are consideredn the orderwv, w, t, then
the only neighborof « is againt. However, if they are con-
sideredin ary otherorder, thenbothv andt¢ becomeneighbors
of u. For example,supposédhatthey are consideredn the or-
dert, w, v. Then Flip makest aneighbor doesnot make w a
neighbor(sinceLoc(w) € R, ), but doesmake v a neighbor
(sinceLoc(v) ¢ R,—.). AlthoughLoc(v) ¢ R, ., thisis not
takeninto accountsincew € NonNbrs atthe pointwhenw is
considered.

V. SIMULATION RESULTS AND EVALUATION

How canusingthe subnetverk computedby (S)MECN help
performance?Clearly, sendingmessagesn minimum-enegy
pathsis moreefficientthansendingnessagesnarbitrarypaths,

2Notethatthefinal neighborsetof MECN is claimedto beindependentf the
orderingin [12]. However, the examplehereshawvs thatthisis notthecase.



but the algorithmsareall local; thatis, they do not actuallyfind
the minimum-enegy path, they just constructa subnetverk in
whichit is guaranteedbo exist.

Thereareactuallytwo waysthatthe subnetvark constructed
by (S)MECN helps. First, when sendingperiodic beaconing
messages suficesfor u to usepower p(u), the final power
computedby (S)MECN. Second,the routing algorithmis re-
strictedto using the edgesU,cv N (u). While this doesnot
guaranteghata minimum-enegy pathis used,t makesit more
likely that the path usedis one that requireslessenegy con-
sumption.

To measurghe impactof focusingon enegy efficiencgy, we
comparedhe useof MECN andSMECN in a simulatedappli-
cationsetting.

Both SMECN and MECN were implementedin ns-2[10],
usingthe wirelessextensiondevelopedat Carnayie Mellon [3].
Thesimulationwasdonefor a network of 200 nodesgachwith
atransmissiomangeof 500 meters.The nodeswereplaceduni-
formly at randomin a rectangularegion of 1500by 1500me-
ters.(Therehasbeenagreatdealof work onrealisticplacement,
e.g. [13], [2]. However, this work hasthe Internetin mind.
Sincethenodesin a multihop network are oftenbestviewedas
beingdeployedin a somevhat randomfashionand move ran-
domly, we believe thatthe uniform randomplacemenassump-
tion is reasonablén mary large multihopwirelessnetworks.)

We assumea 1/d* transmitpower roll-off for radio propa-
gation. The carrierfrequeng is 914 MHz; transmissiorraw
bandwidthis 2 MHz. We furtherassumehateachnodehasan
omni-directionalantennawith 0 dB gain, which is placed1.5
meterabovethenode.Therecevethresholds 94 dBW, thecar
rier sensahresholds 108dBW, andthe capturethresholds 10
dB. Theseparametersimulatethe 914 MHz LucentWaveLAN
DSSSradiointerface. Giventheseparametersthe ¢ parameter
in Sectionll is 101dBW. We ignorereceptionpower consump-
tion,i.e.c = 0.

Eachnodein our simulationhasaninitial enegy of 1 Joule.
We would like to seehow our algorithm affects network per
formance.To do this, we needto simulatethe network’s appli-
cationtraffic. We usedthe following applicationscenario.All
nodesperiodically sendUDP traffic to a sink nodesituatedat
the boundaryof the network. The sink nodeis viewed asthe
masterdatacollectionsite. The applicationtraffic is assumed
to be CBR (constantbit rate); applicationpacletsareall 512
bytes. This applicationscenarichasalsobeenusedin [4]. Al-
thoughthis applicationscenariodoesnot seemappropriatefor
telephonenetworks andthe Internet(cf. [7], [8]), it doesseem
reasonabldor ad hoc networks, for example,in ervironment-
monitoring sensorapplications.In this setting,sensorsperiod-
ically transmitdatato a datacollectionsite, wherethe datais
analyzed.

Tofind routesalongwhichto sendmessagesyeuseAODV [9]. ..
However, asmentionedabove, werestrictAODV to findingroutes ¢

thatuseonly edgesin U, N (u). Thereare otherrouting proto-
cols,suchasLAR [6], GSPR[5], andDREAM [1], thattake ad-
vantageof GPShardware.We usedAODV becausdt is readily
availablein our simulatorandit is well studied.We do not be-
lieve that usinga differentrouting protocolwould significantly
affecttheresultswe presenhere.

We assumedhat eachnodein our simulationhadan initial
enegy of 1 Jouleandthenranthe simulationfor 1200simula-
tion secondsusing both SMECN and MECN. We did not ac-
tually simulatethe executionof SMECN and MECN. Rather
we assumedhe neighborset N (u) andpower p(u) computed
by (S)MECN eachtime it is run weregiven by an oracle. (Of
coursejt is easyto computetheseheneighborsetandpowerin
the simulation,sincewe have a global picture of the network.)
Thus, in our simulation, we did not take into accountone of
the benefitsof SMECN over MECN, thatit stopsearlierin the
neighborsearctprocess Sincea nodes availableenegy is de-
creaseaftereachpacletreceptioror transmissionnodesn the
simulationdie over time. After a nodedies,the network must
be reconfigured.In [12], this is doneby runinngMECN peri-
odically. In thefull paperwe presenta protocolthat doesthis
moreefficiently. In our simulationswe have usedthis protocol
(andimplementedananalogougprotocolfor MECN).

For simplicity, we simulatedonly a static network (thatis,
we assumedhat nodesdid not move), althoughsomeof the
effectsof mobility—thatis, thetriggeringof thereconfiguration
protocol—caralreadybe obsenedwith nodedeaths.

In thissetting,we wereinterestedn network lifetime, asmea-
suredby two metrics: (1) the numberof nodesstill alive over
time and(2) thenumberof nodesstill connectedo the sink.

Before describingthe performancewe considersomefea-
tures of the subnetvorks computedby MECN and SMECN.
Since the searchregions will be circular with an omnidirec-
tionalantennaTheorenlV.4 assuresisthatthenetwork usedby
SMECNwill beasubnetverk of thatusedby MECN, but it does
notsayhow muchsmallerit will be. Theinitial networkin atyp-
ical executionof the MECN andSMECN s shovn in Figure3.
The averagenumberof neighborsof MECN and SMECN are
3.64 and2.80 respectiely. Thus,eachnoderunningMECN has
roughly 30% morelinks thanthe samenoderunning SMECN.
This malesit likely thatthe final power settingcomputedwill
behigherfor MECN thanfor SMECN.In fact,our experiments
shaw thatit is roughly 49% higher somorepowerwill be used
by nodesrunning MECN when sendingmessagesMoreover,
AODV is unlikely to find routesthatareasenegy efficientwith
MECN.

(a) MECN

(b) SMECN

Fig. 3. Initial network computedoy MECN andSMECN.

As nodedlie (dueto runningoutof power), thenetwork topol-
ogy changeglueto reconfiguration.Neverthelessasshavn in



Figure 4, the averagenumberof neighborsstaysroughly the
sameovertime, thanksto the reconfiguratiorprotocol.
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Fig. 4. Averagenumberof neighborsovertime.

Turning to the network-lifetime metricsdiscussedbove, as
shawvn in Figure5, SMECN performsconsistentlybetterthan
MECN for both. Thenumberof nodesstill aliveandthenumber
of nodesstill connectedo the sink decreasenuchmoreslowly
in SMECNthanin MECN. For example,in Figure5(a),attime
1200, 64% of thenodeshave diedfor MECN while only 22% of
thenodeshave diedfor SMECN.
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Fig.5. Network life time with respecto two differentmetrics.

Finally, we collecteddataon averagesnegy consumptiorper
nodeat the end of the simulation,on throughput,andon end-
to-enddelay MECN uses63.4% more enegy per nodethan
SMECN. SMECNdeliversmorethan127%morepacletsthan
MECN by the endof the simulation, MECN'’s deliveredpack-
ets have an averageend-to-enddelay that is 21% higher than
SMECN.Overall, it is clearthatthe performancef SMECNis
significantlybetterthanMECN. We did not simulatethe perfor
manceof the network in the absencef an algorithmdesigned
to consere power (Thisis partly becauset wasnot clearwhat
power to choosefor broadcastslf the maximumpoweris used,
performancewill muchworse. If lesspower is used,the net-
work may get disconnected.) However, theseresultsclearly
shav theadvantage®f usinganalgorithmthatincreasegnegy
efficiency.

VI. CONCLUSION

We have proposeda protocol SMECN that computesa net-
work with minimum-enegy thanthatcomputedby the protocol
MECN of [12]. We have shovn by simulationthat SMECN
performssignificantly betterthan MECN, while beingcompu-
tationallysimpler

As we shaved in PropositionlV.2, in the caseof a circular
searchspace,SMECN computesthe set E5 consistingof all
edgeshatarenot 2-redundant.in generalwe canfind a com-
municationnetwork with the minimum-enegy propertythathas
feweredgedy discardingedgeghatarek-redundanfor k& > 2.
Unfortunatelyfor u to computewhetheranedgeis k-redundant
for & > 2 will, in generalrequireinformationaboutthe loca-
tion of nodesthat are beyond u’s broadcastange. Thus, this
computationwill requiremorebroadcastsindlongermessages
on the partof thenodes.Thereis atradeof here;it is not clear
thatthe gainin having fewer edgesn the communicatiorgraph
is compensateébr by the extra overheadnvolved. We planto
explorethisissueexperimentallyin futurework.
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