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Abstract—Wireless sensor networks (WSN) are event based potential gains, it is imperative that desired event features are
systems that rely on the collective effort of several microsensor reliably communicated to the sink.
_nodes. Rellable event detection at the sink is based on qo_llectlve To accomplish this, a reliable transport mechanism is re-
information provided by source nodes and not on any individual . . L . . .
report. Hence, conventional end-to-end reliability definitions and quired in addition to robust modula_tlon and medl_a access, link
solutions are inapp|icab|e in the WSN regime and would 0n|y lead error COﬂtI’Ol and fault tolerant rout|ng. The fUnCt|0nal|t|eS and
to a waste of scarce sensor resources. However, the absence afesign of a suitable transport solution for WSN are the main
reliable transport altogether can seriously impair event detection. jssues addressed in this paper.
Hence, the WSN paradigm necessitates a collectiavent-to-sink e need for a transport layer for data delivery in WSN
reliability notion rather than the traditional end-to-end notion. - . .
To the best of our knowledge, reliable transport in WSN has not Was questioned in a recent Work [13] under the premise that
been studied from this perspective before. data flows from source to sink are generally loss tolerant.
In order to address this need, a new reliable transport scheme While the need for end-to-end reliability may not exist due
for WSN, the event-to-sink reliable transport (ESRT) protocol, to the sheer amount of correlated data flows, an event in the
is presented in this paper. ESRT is a novel transport solution gangqr field needs to be tracked with a certain accuracy at

developed to achieve reliable event detection in WSN with the sink. H like traditi | icati work
minimum energy expenditure. It includes a congestion control € Sink. Rence, uniike tradiional communication networks,

component that serves the dual purpose of achieving reliability the sensor network paradigm necessitatesegaent-to-sink
and conserving energy. Importantly, the algorithms of ESRT reliability notion at the transport layer. This is a truly novel
mainly run on the sink, with minimal functionality required at  aspect of our work and is the main theme of the proposed
resource constrained sensor nodes. ESRT protocol operation is Event-To-Sink Reliable Transport (ESRT) protocol for WSN.

determined by the current network state based on the reliability Such fi f collective identificati f data f f
achieved and congestion condition in the network. If the event-to- uch a notion or coflective iaentification o data tiows from

sink reliability is lower than required, ESRT adjusts the reporting  the event to the sink is illustrated in Fig. 1.
frequency of source nodes aggressively in order to reach the

target reliability level as soon as possible. If the reliability is ° L4
higher than required, then ESRT reduces the reporting frequency

conservatively in order to conserve energy while still maintaining )
reliability. This self-configuring nature of ESRT makes it robust P P PY
to random, dynamic topology in WSN. Furthermore, ESRT

can also accommodate multiple concurrent event occurrences in ® ®

a wireless sensor field. Analytical performance evaluation and ®
simulation results show that ESRT converges to the desired
reliability with minimum energy expenditure, starting from any

initial network state.

Index Terms— Wireless Sensor Networks, Reliable Transport Fig. 1. Typical sensor network topology with event and sink. The sink is only

Protocols, Event-to-Sink Reliability, Congestion Control, Energy nterested in collective information of sensor nodes within the event radius
Conservation ' ' and not in their individual data.

Our work is also motivated by the results in [12], which em-
I. INTRODUCTION phasize the need for congestion control in WSN. It was shown

HE Wireless Sensor Network (WSN) is an event drivelf [12] that exceeding network capacity can be detrimental to
T paradigm that relies on the collective effort of numerou#'e observed goodput. However, the authors stopped short of
microsensor nodes. This has several advantages over tr@§pviding a solution to this problem.
tional sensing including greater accuracy, larger coverage are&SRT is a novel transport solution that seeksathieve

and extraction of localized features. In order to realize thefliable event detection with minimum energy expenditure and
congestion resolutiarit has been tailored to match the unique

An earlier version of this work was published in [6]. ; ; ;
This work is supported by the National Science Foundation under contre';gtqu”emems of WSN. Some of its salient features are

ECS-0225497. 1) Self-configuration- Reliable event detection must be
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established and maintained in the face of dynamjrotocols, both in WSN and other communication networks,
topology in WSN. Topology dynamics can result fromand point out their inadequacies. We formally define the
either the failure or temporary power-down of energiransport problem in WSN in Section Il and identify five
constrained sensor nodes. Spatial variation of evermsaracteristic reliability regions. These regions determine the
and random node deployment only exacerbate the abaapropriate actions taken by ESRT. The operation of ESRT
problem. ESRT is self-configuring and achieves flexs described in detail in Section IV and a pseudo-algorithm is
ibility under dynamic topologies by self-adjusting thealso presented. In Section V, we explain how the default ESRT
operating point (see Section V). protocol operation is extended to accommodate the scenarios
2) Energy awarenessAlthough the primary goal of ESRT where multiple concurrent events occur in the wireless sensor
is reliable event detection, it aims to accomplish thield. ESRT performance analysis and simulation results are
with minimum possible energy expenditure. For inpresented in Section VI. Finally, the paper is concluded in
stance, if reliability levels at the sink are found to be itsection VII.
excess of that required, the source nodes can conserve
energy by reducing their reporting rate (see Section V).

3) Congestion Controt Packet loss due to congestion can
impair event detection at the sink even when enoughDespite the considerable amount of research on several as-
information is sent out by the sources. Hence, congestipacts of sensor networking, the problems of reliable transport
control is an important component for reliable everand congestion control are yet to be efficiently studied and
detection in WSN. An important feature of ESRT ifaddressed. The urgent need for congestion control is pointed
that congestion control is also used to reduce energyt within the discussion of infrastructure tradeoffs for WSN
consumption. Correlated data flows are loss tolerant ito [12]. However, the authors do not propose any solution for
the extent that event features are reliably communicatéte problem they identify.
to the sink. Due to this unique characteristic of WSN, In another recent work [13], the PSFQ (Pump Slowly,
required event detection accuracy may be attained eviegtch Quickly) mechanism is proposed for reliable retasking/
in the presence of packet loss due to network congestigaprogramming in WSN. PSFQ is based on slowly injecting
In such cases however, a suitable congestion contggickets into the network, but performing aggressive hop-by-
mechanism can help conserve energy while maintainifigp recovery in case of packet loss. The pump operation in
desired accuracy levels at the sink. This is done WSFQ simply performs controlled flooding and requires each
conservatively reducing the reporting rate. Details dftermediate node to create and maintain a data cache to be
such a mechanism are presented in Section IV. used for local loss recovery and in-sequence data delivery. Al-

4) Collective identification In typical WSN applications, though this is an important transport layer solution for WSN, it

the sink is only interested in the collective informatioris applicable only for strict sensor-to-sensor reliability and for
provided by numerous sensor nodes and not in their ipurposes of control and management in the reverse direction
dividual reports. In accordance with this, ESRT does nfitom the sink to sensor nodes. Event detection/tracking in
require individual node IDs for operation. This is also ithe forward direction does not require guaranteed end-to-end
tune with our proposed event-to-sink model rather thatata delivery as in PSFQ. Individual data flows are correlated
the traditional end-to-end model. More importantly, thignd loss tolerant to the extent that desired event features are
can ease implementation costs and reduce overheadcollectively and reliably informed to the sink. Hence, the use of

5) Biased Implementation The algorithms of ESRT PSFQ for the forward direction can lead to a waste of valuable

mainly run on the sink with minimum functionalitiesresources. In addition to this, PSFQ does not address packet

required at sensor nodes. This helps conserve limitbs due to congestion.

sensor resources and shifts the burden to the high-In [10], the RMST (Reliable Multi-Segment Transport)

powered sink. Such a graceful transfer of complexity igrotocol is proposed to address the requirements of reliable

possible only due to the event-to-sink reliability notiondata transport in wireless sensor networks. RMST is mainly
based on the functionalities provided biyected diffusior{3].

We emphasize that ESRT has been designed for usepifythermore, RMST utilizes in-network caching and provides
typical WSN applications involving event detection and signglyaranteed delivery of the data packets generated by the event
estimation/tracking, and not for guaranteed end-to-end d@fgys. However, as discussed above, event detection/tracking
delivery services. Our work is motivated by the fact that thgoes not require guaranteed end-to-end data delivery since the
sink is only interested in reliable detection of event featuresdividual data flows are correlated loss tolerant. Moreover,
from the collective information provided by numerous sensgfch guaranteed reliability via in-network caching may bring
nodes and not in their individual reports. This notion of eventignificant overhead for the sensor networks with power and
to-sink reliability distinguishes ESRT from other eXiSti”Qbrocessing limitations.
transport layer models that foqus on end-to—end reliability. To | contrast, ESRT is based on an event-to-sink reliability
the best of our knowledge, reliable transport in WSN has nfodel and provides reliable event detection without any in-
been studied from this perspective before. termediate caching requirements. ESRT also seeks to achieve

The remainder of the paper is organized as follows. bhe required event detection accuracy using minimum energy
Section I, we present a review of related work in transpoexpenditure and has a congestion control component.

Il. RELATED WORK
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A novel transmission control scheme for use at the MA@om sensor nodes during that interval. The specifics of such a
layer in WSN is proposed in [14] with the main objective oflecision making process are application dependent and beyond
per-node fair bandwidth share. Energy efficiency is maintainedr present scope.
by controlling the rate at which MAC layer injects packets The least we can assume is that the sink derives a reliability
into the channel. Although such an approach can contiodicator ; at the end of decision interval Note thatr;
the transmission rate of a sensor node, it neither considerast be calculated only using parameters available at the
congestion control nor addresses reliable event detection. Bmk. Hence, notions of throughput/goodput (as in [12]), which
similar reasons, the use of other MAC protocols like the IEE&e based on the number of source packets sent out are
802.11 DCF or S-MAC [15] that provide some form of hopnappropriate in our case.
reliability is inadequate for reliable event detection in WSN. We measure the reliable transport of event features from

Next, we briefly examine transport solutions in other wiresource nodes to the sink in terms of the number of received
less networks and point out their inadequacies when applidata packets. Regardless of any application-specific metric that
to WSN. These studies mainly focus on reliable data transparay actually be used, the number of received data packets is
following end-to-end TCP semantics and are proposed to adesely related to the amount of information acquired by the
dress the challenges posed by wireless link errors and mobikiyk for the detection and extraction of event features. Hence,
[1]. The primary reason for their inapplicability in WSN isthis serves as a simple but adequate reliability measure at the
their notion of end-to-end reliability. Furthermore, all thesgansport level. The observed and desired event reliabilities are
protocols bring considerable memory requirements to buffeow defined as follows :
transmitted packets until they are ACKed by the receiver. In Definition 1: The observed event reliability;, is the num-
contrast, sensor nodes have limited buffering spactK@ in  ber of received data packets in decision intervat the sink
MICA motes [5]) and processing capabilities. Hence, there is aDefinition 2: The desired event reliabilityR, is the number
need for a novel transport mechanism in WSN that emphasiz¥sdata packets required for reliable event detection. This is
on collective reliability, resource efficiency and simplicity. determined by the application

The multi-hop and many-to-one nature of data flows in If the observed event reliabilityy;, is greater than the
WSN prompts a review of reliable multicast solutions prodesired reliability,R, then the event is deemed to be reliably
posed in other wired/wireless networks. There exist many sudétected. Else, appropriate action needs to be taken to achieve
schemes that address the reliable transport and congesti@ndesired reliabilityR.
control for the case of single sender and multiple receivers [2].With the above definitiony; can be computed by stamping
Although the communication structure of the reverse path, i.equrce data packets with an event ID and incrementing the
from sink to sources in WSN, is an example of multicast, it ileceived packet count at the sink each time the ID is de-
not valid for the forward channel where multiple correlatetected in decision interval'. Note that this does not require
reports are sent to a single destination. Similar transpaéntividual identification of sensor nodes. Further, we model
problems with multiple senders and a single receiver in othany increase in source information about the event features
wired/wireless networks simply corresponds to a multiplas a corresponding increase in the reporting rataf sensor
unicast. However, the WSN paradigm requires the notion nbdes. The reporting rate of a sensor node is defined as the
collective reliability. Hence, neither the reliable multicast nonumber of packets sent out per unit time by that node. The
unicast transport solutions can be applied in our case. transport problem in WSN is toonfigure the reporting ratef,

of source nodes so as to achieve the required event detection
IIl. THE RELIABLE TRANSPORTPROBLEM IN WSN reliability, R, at the sink with minimum resource utilization.

In preceding discussions, we introduced the notion of event-
to-sink reliability in WSN and pointed out the inapplicabilityB. Evaluation Environment
of existing transport solutions. Before proceeding to discussin order to study the relationship between the observed
our proposed Event-To-Sink Reliable Transport (ESRT) proteeliability at the sink,r, and the reporting frequency, of
col, we formally define the reliable transport problem in WSNensor nodes, we developed an evaluation environment using

in this section. We also introduce the evaluation environmeﬁg-z []_]_] The parameters used in our Study are listed in Table
used in our studies and set the stage for ESRT by defining five

characteristic reliability regions. 200 sensor nodes were randomly positioned in a 100x100
sensor field. Node parameters such as radio range and IFQ
A. Problem Definition (buffer) length were carefully chosen to mirror typical sensor

Consider typical WSN applications involving the reliabléno.te values [5]. One of these nodes was chosen as the sink to
glch all source data was sent. Event centéfs,(Y,,) were

detection and/or estimation of event features based on § o .
domly chosen and all sensor nodes within the event radius

collective reports of several sensor nodes observing the ev ﬁ[;] .
ave as sources for that event. In order to communicate

Let us assume that for reliable temporal tracking, the si ) .
b 9 source data to the sink, we employed a simple CSMA/CA

must decide on the event features everyime units. Here, : :
T represents the duration of a decision interval and is fix&f‘sed MAC protocol and Dynamic Source Routing (DSR) [4].

b}/ the apphcano_n. At the enq .Of each decision interval, t_helwnh in-network data aggregation, one must account for data packets that
sink makes an informed decision based on reports receivete aggregated en route to the sink
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The impact of using other routing protocols on the achieved
goodput behavior with reporting period was shown to be
insignificant in [12]. Hence, it is reasonable to assume that
ther vs. f behavior and ESRT performance are insensitive to
the underlying routing protocol.

TABLE |
NS-2SIMULATION PARAMETERS

Area of sensor field 100x100m?
Number of sensor nodes 200
Radio range of a sensor node 40m
Packet length 30 bytes
IFQ length 65 packets
Transmit Power 0.660W
Receive Power 0.395W
Decision interval £) 10 sec

The results of our study are shown in Fig. 2 for number of
source nodes = 41,52,62. Note that each of these curves
was obtained by varying the reporting rafefor a certain
event centerX.,, Y.,) and corresponding number of senders

is as follows. The number of received packets, which
is our reliability, r, is the difference between the total
number of source data packets, and the number of
packets dropped by the network, While s simply
scales linearly withf, the relationship betweed and

f is non-linear. In some cases, the difference d is
seen to increase eventhough the network is congested.
The important point to note however, is that this wavy
behavior always stays well below the maximum relia-
bility at f = finax

The drop in reliability due to network congestion is more
significant with increasing.

TABLE I

EVENT CENTERS FOR THE THREE CURVES WITH®N41,52,62N FIG. 2

Number of Event Center

source nodes| (Xev,Yer)
41 (88.2,62.8)
52 (32.6,79.3)
62 (39.2,58.1)

n. These values are tabulated in Table 2. The event radius wakig. 3 shows a similar trend betweerand f with further

fixed throughout at 3@.

increase inn (n = 81,90, 101). As before, we tabulate the

event centers in Table 3. The event radius was fixed at 40
for this set of experiments.

The wavy behavior foff > f,... observed in Fig. 2 persists
in Fig. 3, but appears rather subdued because of much steeper
drops due to congestion (see observation 5 earlier). All the

7000

6000

5000

4000

- Number of received packets

3000

Reliability (r)

2000

1000

10' 10
Reporting frequency (f)

Fig. 2. The effect of varying the reporting rat¢, of source nodes on
the event reliability,”, observed at the sink. The number of source nodes is
denoted byn.

We make the following observations from Fig. 2
1) The reliability, », shows a linear increase (note the

log scale) with source reporting ratg, until a certain Fig, 3.

Reliability (r) : Number of received packets

other trends observed earlier are confirmed in Fig. 3.
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The effect of varying the reporting rat¢, of source nodes on

= frnaw beyond which the reliability drops_ This isthe event reliability,», observed at the sink. The number of source nodes is
because the network is unable to handle the increagoted by..

injection of data packets and packets are dropped due to

congestion. TABLE Il
2) Such an initial increase and subsequent decrease HVENT CENTERS FOR THE THREE CURVES WITH®81,90,101N FIG. 3
reliability is observed regardless of the number of source
nodesn. Number of | Event Center
3) fmaz decreases with increasimgi.e., congestion occurs Sourcgln()des ((3);2’317/9;)
at lower reporting frequencies with greater number of R
coUnees porting freq 9 90 (61.1,315)
. o 101 (60.0,63.6)
4) For f > fmae the behavior is rather wavy and not

smooth. An intuitive explanation for such a behavior
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Fig. 4. The five characteristic regions in the normalized reliabiljtyys. reporting frequencyf, behavior.
C. Characteristic Regions 4). We call this theoptimal operating pointmarked asP; in

A general trend of initial reliabilityy, increase with report- F19- 4. For practical purposes, we define a tolerance zone of

ing frequency,f, and subsequent decrease due to congestifffith 2¢ aroundP, as shown in Fig. 4. Here, is a protocol
loss is evident from our preliminary studies in Fig. 2 and Fig@r@meter. The suitable choice ofnd its impact on ESRT
3. This confirms the urgent need for an event-to-sink reliaps0tocol operation is dealt with in Section VI-C.

transport solution with a congestion control mechanism in Note that the) = 1 line intersects the reliability curve at two
WSN. We now take a closer look at thevs. f characteristics distinct pointsP and P, in Fig. 4. Though the eventis reliably

and identify five characteristic regions. As will be seen shortiffétécted a, the network is congested and some source data

these regions are important for the operation of ESRT. pgckets are lost. Event reliability is achieved only because thg
Consider a representative curve from Fig. 3 for= 81 high rep_ortmg frequency of source nodes compt_engates for this

senders. This is replicated for convenience in Fig. 4. All oPngestion loss. However, this is a waste of limited energy

subsequent discussions use this particular case for illustratiffserves and hence is not the optimal operating point. Similar

However, it was verified that the vs. f behavior shows the réasoning holds fon > 1 + . S

general trend of initial increase and subsequent decrease due fgom Fig. 4, we identify five characteristic regions (bounded

congestion regardless of the parameter values. This is indé¥gdotted lines) using the following decision boundaries
observed in Figs. 2 and 3 for varying valuesrofHence, our « (NC,LR) : f < f4e andn < 1 — e (No Congestion,

discussions and results in this paper apply to a gemeval f Low Reliability)
behavior in WSN with any set of parameter values, with the « (NC,HR) : f < f4z andn > 1+ ¢ (No Congestion,
specific caser{ = 81) used only for illustration purposes. High Reliability)

Let the desired reliability as laid down by the application « (C,HR) : f > f..: andn > 1 (Congestion, High
be R. Hence, a normalized measure of reliabilityris= . Reliability)
As before,n; denotes the normalized reliability at the end of « (C,LR) : f > fnw andn < 1 (Congestion, Low
decision interval. Reliability)

Our aim is to operate as close o= 1 as possible, while ¢« OOR : f < fjae @nd1l —e < n < 1+ ¢ (Optimal
utilizing minimum network resourcesf (close to f* in Fig. Operating Region)
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I>Fnax s N>1

F>Yonax s N>=1
fef <l € f<=f pars N>1- €
NC,LR) )= /C,ID >{ (NC,HR

T<S ax ;
1-€ <= N<=I+¢&

r<r max o

f<fmax,'
1-€ <= N<=I+¢&

1-€ <= N<=1+¢

I<S max ;
I1-€ <= N<=I+ €

Fig. 5. ESRT protocol state model and transitions.

As seen earlier, the sink derives a reliability indicagpat the is within the desired reliability limitsi(—e < n; < 14¢) and
end of decision interval. Coupled with a congestion detectiomo congestion notification alert is received, then s&@R has
mechanism (to determingZ f,...), this can help the sink been reached and the sink informs source nodes to maintain the
determine in which of the above regions the network currentbyrrent reporting frequency;. Here, we make the reasonable
resides. Hence, these characteristic regions identify the stassumption that the sink is powerful enough to reach all source
of the network. LetS; denote the network state variable at theodes by broadcast.
end of decision interval. Then, In general, the network can reside in any one of the
five statesS; € {(NC,LR),(NC,HR),(C,HR),(C,LR),O0R}.
Si € {(NC,LR),(NC,HR),(C,HR),(C,LR),00R } Depending on the current stég ESRT calculates an updated
The operation of ESRT is closely tied to the current netwofiePOrting frequencyf;.1, which is then broadcast to the
stateS;. The ESRT protocol state model and transitions aRurce nodes. For example, $ < {(NC,LR),(C,LR)}, the
shown in Fig. 5. We now proceed to discuss the specifics Qfpserved reliability levels are inadequate to detect the desired

ESRT and its operation in each of these states in detail. ©€Vent features. In such a case, ESRT aggressively updates
the reporting frequency to reliably track the event as soon

as possible.

This self-configuring nature of ESRT helps it adapt to
dynamic topology and random deployment, both typical of
ESRT is a novel solution that is proposed to address tMéSN. Another important feature of ESRT is its inclination
transport problem in WSN. The primary motive of ESRT0 conserve scarce energy resources when reliability levels
is to achieve and maintain operation in st®R. Hence, exceed those required for event detection. This is the case

the aim is to configure the reporting frequengyto achieve whenS; € {(NC,HR),(C,HR)}. The motivation to reduce the
the desired event detection accuracy with minimum energgporting frequency in this case comes from energy conserva-
expenditure. To help accomplish this, ESRT uses a congestimmn. However, our primary motive of reliable event detection
control mechanism that serves the dual purpose of reliallgist not be compromised. Hence, ESRT takes a conservative
detection and energy conservation. approach in this case and decreages a controlled manner.
Recall that ther vs. f characteristic shown in Fig. 4 can The algorithms of ESRT mainly run on the sink, with min-
change with dynamic topology resulting from either the failurgnal functionality at the source nodes. More precisely, sensor
or temporary power-down of sensor nodes. Hence, an efficievides only need the following two additional functionalities
transport protocol should keep track of the reliability observed « Sensor nodes must listen to the sink broadcast at the end
at the sink and accordingly configure the operating poin; If of each decision interval and update their reporting rates

IV. ESRT: BEVENT-TO-SINK RELIABLE
TRANSPORTPROTOCOL
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in successive decision intervals. This is reasonable with
static sensor nodes, slowly time-varying ([8], [9]) and

spatially separated channels for communication from
event-to-sink in WSN applications. Hence, even in the

« Sensor nodes must deploy a simple and overhead-free
local congestion detection support mechanism

While the former is an implementation issue and is not
within the scope of this work, the details of a congestion
detection mechanism are provided in Section IV-B. Such a  Presence of packet loss due to link errors, the initial
graceful transfer of complexity from sensor nodes to the sink  reliability increase (Observation 1, Section [lI-B) is
node reduces management costs and saves on valuable sensor €xpected to be linear.
resources. Further simplifying implementation is the fact that It is now clear that in order to improve the reliability
ESRT works on the collective identification principle and does ~ t0 acceptable levels, we need to increase the source
not require unique source IDs. information. Since the primary objective of ESRT is
In the following subsection, we discuss the operation of t0 achieve event-to-sink reliability, the reporting fre-

ESRT in each network state and also present a pseudo- guencyf is aggressively increased to attain the required
algorithm for its implementation. reliability as soon as possible. We can achieve such

an aggressive increase by invoking the fact thatsthe
vs. f relationship in the absence of congestion, i.e.,
for f < fiae, is linear. This prompts the use of the
ESRT identifies the current sta® from following multiplicative increase strategy to calculate

« Reliability indicatorn; computed by the sink for decision reporting rate updatg; 1
interval ¢ fi
« A congestion detection mechanism,

fiv1= P
using the decision boundaries defined in Section IlI-C. De-
pending on the current stat, and the values of; and;,
ESRT then calculates the updated reporting frequeficy
to be broadcast to the source nodes. At the end of the nex?)
decision interval, the sink derives a new reliability indicator
n;+1 corresponding to the updated reporting frequericy:
of source nodes. In conjunction with any congestion reports,
ESRT then determines the new network st&g,. This
process is repeated until the optimal operating region (state
OOR) is reached. The state model of the ESRT protocol
and state transitions are shown in Fig. 5. Note that not all
transitions between states are possible, as explained in Section
VI-A. This is due to the frequency update policies adopted by
ESRT, which are now described in detail for each of the five
states.
1) (NC,LR) (No Congestion, Low Reliability)in this state,
no congestion is experienced and the achieved reliability
is lower than that required, i.e;,< 1—e and f < f4z-
This can be the result of one/more of the following
« Failure/power-down of intermediate routing nodes fis1 = fi <1 + 1> )
« Packet loss due to link errors 2 Up
« Inadequate information sent by source nodes It is shown in Section VI that such an update policy

A. ESRT Protocol Operation

j 1)

wherer; is the reliability observed at the sink at the end
of decision interval.

(NC,HR) (No Congestion, High Reliability) In this
state, the required reliability level is exceeded, and there
is no congestion in the network, i.e3, > 1 + ¢ and

f < fmae- This is because source nodes report more fre-
guently than required. The most important consequence
of this condition is excessive energy consumption by
sensor nodes. Therefore the reporting frequency should
be reduced in order to conserve energy. However, this
reduction must be performed cautiously so that the
event-to-sink reliability is always maintained. Hence,
the sink reduces reporting frequengyin a controlled
manner with half the slope, as opposed to the aggressive
approach in the previous case. Intuitively, we are striking
a balance here between saving the maximum amount
of energy and losing reliable event detection. Thus the
updated reporting frequency can be expressed as

When intermediate nodes fail/power-down, packets that
need to be routed through these nodes are dropped. This
can cause a drop in reliability even if enough source in- 3)
formation is sent out. However, fault-tolerant routing/re-
routing in WSN is provided by several existing routing
algorithms [3], [7]. ESRT can work with any of these
routing schemes.

Packet loss due to link errors may be fairly significant
in WSN due to the energy inefficiency of powerful error
correction [8] and retransmission techniques. However,
regardless of the packet error rate, the total number
of packets lost due to link errors is expected to scale
proportionally with the reporting frequency. Here,

we make the assumption that the net effect of channel
conditions on packet loss does not deviate appreciably

reduces the energy consumption in the network and does
not compromise on event reliability.

(C,HR) (Congestion, High Reliability} In this state,

the reliability is higher than required, and congestion is
experienced, i.en > 1 andf > fi.q. Thisis due to the
unique feature of WSN where required event detection
reliability can be attained even when some of the source
data packets are lost. In this case ESRT decreases
the reporting frequency in order to avoid congestion
and conserve energy in sensor nodes. As before, this
decrease should be performed carefully such that the
event-to-sink reliability is always maintained. However,
the network operating in statC,HR) is farther from

the optimal operating point than in sta{dlC,HR).
Therefore, we need to take a more aggressive approach
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so as to relieve congestion and enter st€ HR)

. . . . k=1,
as soon as possible. This is achieved by emulating ESRT()
the linear behavior of stattNC,HR) with the use of If (CONGESTION)
inlicati If ( n<1)
multiplicative decrease as follows I State=(C.LR) *
) /* Decrease Reporting Frequency
fiy1 = fi 3) Aggressively ¥/
‘ f=fk,
It can be shown that such a multiplicative decrease k=Fk+1
else if ( n>1)

achieves all objectives (see Section VI).

/¥ State=(C,HR) */

4) (C,LR) (Congestion, Low Reliability} In this state ~I* Decrease Reporting Frequency
the observed reliability is inadequate and congestion is g’elﬁi'i'"‘i"e 00”9/63“0”? No Compromise on
experienced, i.e.y < 1 and f > fiqe- This is the Y k=1
worst possible state since reliability is low, congestion f=7fm
. . . end;
is experlenced.and energy is Wasted.' Ther_efore ESRT else if (NO _CONGESTION)
reduces reporting frequency aggressively in order to k=1
bring the network to stat®OR as soon as possible. If ( n<1l—¢)

Note that reliability is a non-linear function of reporting ;* ﬁ]tcartga:s(’:céLeRz)r;/n Freauenc
frequency in statdC,LR) as shown in Fig. 4. Hence Aggressively  */ poriing Frequency
in order to assure sufficient decrease in the reporting f=17f/m
frequency, it is exponentially decreased and the new ﬁ'ses't;té:(,\’]ngR)* f/)
frequency is expressed by /* Decrease Reporting Frequency
(ni/k) Cautiously */
fix1 =1, 4) £:§(1+%);
end;
where k& denotes the number of successive decision else if ( 1—e<n<1l+e)
intervals for which the network has remained in state [~ Optimal Operating Region */
(C,LR) including the current decision interval, i.é. > ! fHZOI?. Reporting Frequency !
1. The aim is to decreasg with greater aggression if a end:
state transition is not detected. Such a policy also ensures end;
convergence for, = 1 in state(C,LR).
5) OOR (Optimal Operating Regiomn)In this state, the net-

work is operating withire tolerance of the optimal point, Fig. 6.  Algorithm of the ESRT protocol operation.
where the required reliability is attained with minimum
energy expenditure. Hence, the reporting frequency of

source nodes is left unchanged for the next decisidi@gquencyf and the number of source nodesThe reporting
interval. frequencyf does not change within one reporting period since

fiv1 = fi (5) it is controlled periodically by the sink at the end of each
_ o ) _decision interval with period of > 1/f. Assumingn does
The entire ESRT protocol operation is summarized in thest significantly change within one reporting period, the traffic
pseudo-algorithm given in Fig. 6 generated during the next reporting period will have negligible
variation. Therefore the amount of incoming traffic to any
B. Congestion Detection sensor node in consecutive reporting intervals is assumed to
In order to determine the current network st§fén ESRT, Stay constant. This, in turn, signifies that the increment in the
the sink must be able to detect congestion in the netwoiffer fullness level at the end of each reporting interval is
However the conventional ACK/NACK-based detection mett@xpected to be constant.
ods for end-to-end congestion control purposes cannot be B
applied here. The reason once again lies in the notion of 1 1
event-to-sink reliability rather than end-to-end reliability. Only
the sink, and not any of the sensor nodes, can determine the
reliability indicatorn; and act accordingly. Moreover, end-to-
end retransmissions and ACK/NACK overheads are a waste
of limited sensor resources. Hence, ESRT uses a congestion
detection mechanism based on local buffer level monitoring in
sensor nodes. Any sensor node whose routing buffer overflows
due to excessive incoming packets is said to be congested agd7. an illustration of buffer level monitoring in sensor nodes.
it informs the sink of the same. The details of this mechanism
are as follows. Let b, andb;_; be the buffer fullness levels at the end of
In our event-to-sink model, the traffic generated during eaéft* and (k— 1) reporting intervals respectively arigi be the
reporting period, i.e.1/f, mainly depends on the reportingbuffer size as in Fig. 7. For a given sensor node Aétbe the

af

T T
| |
| |
| |
—_— | |
| |
| |
| |
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buffer length increment observed at the end of last reportinglf the sink receives data packets carrying different event IDs
period, i.e., in their Event ID fiels as shown in Fig. 8, it infers that multiple
concurrent events occured in the sensor field.
Ab = by, — be-1 (6) In this case, it is necessary to find the answer to the second
Thus if the sum of current buffer level at the end ofluestion above, i.e., if there are any common sensor nodes
k" reporting interval and the last experienced buffer lengffTving as a router for the flows generated by these multiple
increment exceeds the buffer size, ik, + Ab > B, the events. .Th|s mformatlon.ls detrimental to the selection of
sensor node infers that it is going to experience congestiondRPropriate ESRT operation due to the reasons as follows. If
the next reporting interval. Hence it sets the CN (CongestidA€re is no common wireless sensor node performing routing
Notification) bit in the header of the packets it transmits 48" these multiple events occurred simultaneously, then the
shown in Fig. 8. This notifies the sink for the upcominé'o""s generated by these multiple events are isolated, i.e., do

congestion condition to be experienced in next reportiftt Share any common path as shown in Fig. 9(a). Thus, in this
interval. case, ESRT protocol can address the event-to-sink reliability

requirements of these multiple events individually with the
et | on — Trime default ESRT operation explained in Section IV.

D | @ity | """ Samp Payload FEC If there exist common sensor nodes performing routing for
the multiple events occurred simultaneously as shown in Fig.
Fig. 8. A typical data packet with congestion notification field, which i©(b), then the flows generated by these events are not isolated.
marked to alert the sink for congestion. In this case, treating them individually may not always lead

to the best possible solution. This is because any action taken
Hence if the sink receives packets whose CN bit is markegly the sink on any of these flows may alter the reliability
then it infers that congestion is experienced in the last decisi@vel and the congestion situation of the other event flows.
interval. In conjunction with the reliability indicator;, the Therefore, protocol actions need to be taken cautiously and
sink can now determine the current network stafeat the considering all of the concurrent event flows in the wireless
end of decision interval and act according to the rules insensor field. The updated ESRT protocol operation in order to

Section IV-A. accommodate these cases are explained in Section V-B.
Hence, in order to determine the necessary protocol op-
V. MULTIPLE EVENT OCCURRENCES eration, the sink must accurately detect whether the flows

The ESRT protocol operation defined in Section IV directl ensor node functioning as a router. Furthermore, if indeed

aF’p"eS to the Scenarios .vvhere. a single event occurs in Bre exist such common router sensor nodes, it is necessary
wireless sensor field. In this section, we extend ESRT pr0t0<i8llearn which event flows share these common nodes. For this

in order to accom_modate the cases where multlple eve_mﬁpose, the sink utilizes thevent IDfield of a data packet
concurrently occur in the same wireless sensor field. In Secti own in Fig. 8. Here, we assume that Event ID field shown

V-A, we explain how ESRT mechanisms can accurately det?ﬁtFig. 8 is a multidimensional field which can accommodate

multiple event occurrences and extract the required inforrrm—e Event IDs of several events occurring simultaneously.

tion for the prqtocpl oper'atlon. Then, we .pre.sent the ESRI:rherefore, the additional functionality required at the sensor
protocol operation in multiple event scenarios in Section V-B. < \vhich perform routing can be stated as follows:

_ _ 1) A sensor node keeps thevent-list i.e., the list of IDs
A. Multiple Event Detection of the events it serves as a router node in the wireless

In order to address the scenarios where multiple events sensor field.

occur simultaneously, it is necessary to accurately obtain the?) When the node receives a new data packet, it checks
following information: its event-list and the multidimensional Event ID field of

this data packet.

%enerated by these multiple events pass through any common

1) Is there a single event or multiple concurrent events in

the wireless sensor field? a) If there exists an ID in itevent-list which is not
2) If there are multiple events, are the generated data flows in the multidimensional Event ID field of this data
from sensor nodes to the sink passing through any packet, the sensor node
common node? « adds this ID on top of the Event ID field of this
In order to accurately capture the answers to these two data packet,
questions, the sink utilizes tH&vent IDfield of a data packet » forwards the packet.
shown in Fig. 8. Note that this field accurately provides the b) If there is not such ID, then the sensor node checks
answer to the first question above. If all of the data packets if its event-list includes the first element of the
received by the sink carry the same Event ID, then there is a multidimensional Event ID field of this packet. If
single event occurrence in the wireless sensor field as shown in so, then the router sensor node leaves its event-
Fig. 1. In this case, the sink achieves the desired event-to-sink list and the packet header intact and forwards the
reliability with minimum energy expenditure using the ESRT packet. If not, it adds the first element of the

protocol operation shown in Fig. 6 as explained in Section IV. multidimensional Event ID field of this packet
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Fig. 9. The multiple event occurrences in the same wireless sensor field (a) the flows generated by two evewenti.eand Event b are isolated (b)
the flows pass through some common sensor nodes.

into its event-list and leaves the packet intact anoly these multiple events are isolated or not as explained in
forwards it. Section V-A. Hence, the detailed protocol operation for these

To illustrate the accurate detection of a multiple eventwo distinct cases are explained in the following sections.
case, assume that a sensor node performs routing for the data )
packets generated by Events with Event iDandb as shown B-1 Multiple Isolated Events
in Fig. 9(b). Thus, this sensor node knows that it is indeed If there are multiple concurrent events in the sensor field,
serving as a router node for the eveatandb hence it has: j.e., the sink receives data packets with different Event IDs,
andb in its event-list Now, suppose that a data packet withhen the sink checks the Event ID fields of the data packets
only ¢ in its Event ID field arrives at this sensor node. Hencg, received at the end of decision intervallf all of the data
this sensor nodes addsandb in the event ID field of the data packets have a single value in their multidimensional Event
packet and then forwards it. The sensor node also updategisiields, it infers that the flows generated by these multiple
event-list since now it received a data packet generated dyents are isolated and do not share any common router sensor
the Eventc. Consequently, when the sink receives this dat@pde as shown in Fig. 9(a).
packet carrying:, a, andb in its Event ID field, it infers that  |n this case, letS} and fF be the current network state
the flows generated by the Eventsb, andc are not isolated and the reporting frequency for the evéntNote that ESRT
and pass through common nodes. Accordingly, it performs thgtermines the current network state for evierite., S, from
necessary protocol actions as explained in Section V-B.  the reliability indicatorn* computed by the sink for decision
Note that the multiple event detection mechanism describgflervali as explained in Section IV. Thus, the sink calculates
above does not affect the accurate identification of the eveig updated reporting frequenqsf+1 based onSf, 1¥, and
by using the Event ID field in the packet headers. In fack’ and broadcasts it to the sensor nodes in the event radius
the first element of the multidimensional Event ID field is th@f eventk in order to bring the network state to the 0ptima|
ID of the event which originally generated the data packejperating regionOOR for the flows generated by event
Hence, as the sink receives a data packet whose EventdBnsequently, the sink achieves the event-to-sink reliability
field carry multiple event IDs, it uses the first element of thesquirements of these multiple events individually with the
multidimensional Event ID field to associate this data packgéfault ESRT operation explained in Section IV.
to the event in order to accurately calculate the observed event
reliability as described in Section IV. Furthermore, note al#.2 Multiple Events Passing Through Common Nodes
that the mechanism described above requires only a simpl
lookup function as the additional functionality at the sensor
nodes, and exploits the collective identification of the sens
nodes and avoids the need for individual sensor IDs.

§ there are data packets which carry multiple event IDs
their Event ID fields, then the sink infers that there exist
Cmmon sensor nodes routing the flows generated by these
different events as shown in Fig. 9(b). Therefore, the flows
generated by these multiple events are not isolated. Hence, an
B. ESRT Operation in Multiple Event Scenarios action taken by the sink for any of these events may affect the
As described in Section V-A, the sink utilizes tBeent ID reliability and congestion situation of the other events’ flows.
field of a data packet in order to capture information about In this case, instead of treating these event flows indepen-
the multiple event occurrence in the wireless sensor field. dently, it is better to take action cautiously and considering
If a single event occurs in the wireless sensor field as showath of the concurrent event flows in the wireless sensor field.
in Fig. 1, i.e., all of the data packets received by the sink carfhis is mainly because of the fact that the primary objective
the same Event ID, then the sink brings the network sEateof ESRT is to achieve event-to-sink reliable transport. This
to the optimal operating regio®@OR with the default ESRT leads to the fact that the event flows which are in different
protocol operation as explained in Section V. network states pose different levels of urgency in terms of
For the multiple event occurrence scenarios, the ESRfotocol action. For example, while in sta(dlC,HR) no
protocol operation varies based on whether the flows generatetigestion is experienced and the observed reliability is higher
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than required, it is completely opposite in stéf2LR) where j Vj € N..

there is a congestion in the network and the event-to-sink'rhe sink repeats these Steps until all of the event flows
reliability is not achieved as shown in Fig. 4. Hence, the evefdach to the optimal operating regi@OR as described in
flows whose current network state a(€,LR) have greater Section IV. As a result, the ESRT protocol operation described
urgency and hence high priority in terms of action to be takef Section IV can accommodate the scenarios where multiple

by the sink. Similarly, although there is no congestion in botéyents occur simultaneously in the wireless sensor field.
of the stateYNC,LR) and (NC,HR), the event flows which

are currently in stat§NC,LR) do not receive their desired VI. ESRT PEREORMANCE
reliability levels and has higher priority than the ones in state . . . . .
(NC,HR). With this respect, we group the network states In this section, we present both analytical and simulation
(c LR) .(NC LR), (C.HR) ,(NC HR)} into high priorit results on the performance of ESRT protocol. Our results

L oY e \ ' %0 IGh POy ohow that ESRT converges to sta@OR starting from
states i.e., (C,LR), (NC,LR), and low priority states i.e.,

(C,HR), (NC,HR), based on the observed reliability levefY of the other four initial net\{\/ork state@e{(.NC,PR),.
associated with each of these network states. (NC,HR),(C,HR),(C,LR)}. ESRT is self-configuring in this

Consequently, the sink takes the required action based onFﬁgse and can hence perform efficiently under random, dy-
priority of the network states of the multiple concurrent even Samlc topology frequently encountered in WSN applications.

) The convergence times presented in this section are derived

sharing the same router sensor nodes.X.ebe the number of . o
. under the assumption that thevs.f characteristic does not
concurrent events whose flows are passing through commgn . L : .
;Shiange appreciably within this duration. They can hence be

router sensor nodes. The IDs of these events are obta|ri1n A oreted as achievable lower bounds
from the multidimensional Event ID field of the received data — ° '
packets as explained in Section V-A. L8f and f* be the _
current network state and the reporting frequency for the evéht Analytical Results
k for k € N,. We first present some analytical results on ESRT perfor-

1) The sink determines the network ste8k for each of mance depending on the initial network st&g Note that
the flows generated by the evehtc N, at the end of these results are obtained for the cases where a single event

decision interval as described in Section IV. occurs in the sensor field although they may still apply for
2) If there are events whose network state are high priorif§iost of the multiple event cases. Recall that ESRT aims to
i.e., 3j € N, such thatS/=(C,LR) or S!=(NC,LR): feach stat€OOR starting from any initial stat&,.

a) The sink immediately performs the default ESRT Lemma 1:Starting fromS,=(NC,HR), and with linear re-
operation described in Section 1V for these event$ability () behavior when the network is not congested, the
That is, the sink calculates and broadcasts thetwork state remains unchanged until ESRT converges to
updated reporting frequency’,, to the sensor stateOOR.

nodes which are in the radiugi)f evepti.e., Vj Proof: The linear reliability ) behavior forf < f 4z
with S{:(C,LR) or S{:(NC,LR). can be expressed gs= an, wherea denotes the slope. ESRT
This action is more urgent to take because thesenservatively decremenisas follows (equation (2))

events are not reliably communicated to the sink f; 1

hence the first priority action is to make these fiv1 = 51 (1 + 77) (1)

events reach their desired reliability levels.
b) The sink does not update the reporting frequenciétnce,

for the other event flows whose network states are Nig1 = Lt (8)
low priority, i.e., f]., = f] Vj with §/=(C,HR) 2
or S/=(NC,HR). Since f;+1 < f; from (7), it follows thatS; € {(NC,HR),

This is because the actions taken for the evenf®C,LR),O0R}, Vi > 0 until ESRT converges. If possible,
flows whose network states are high priority (stefft Si+1=(NC,LR) when S;=(NC,HR) for some: > 0 before
2.(a)) may affect these events which already hae>RT converges. Then,

higher reliability. Therefore, any further simultane- 1+mn

ous action to minimize energy expenditure of these Mit1 = <l-ce 9)

flpyvs is avoided to not to qompromise _their rel?a-rhiS implies thaty; < 1—2¢, butn; > 1+¢ sinceS;=(NC,HR).
bility levels. Note that this is also consistent Wltmencelsﬁé(NC’LR) for any i > 0 until ESRT converges.
the primary objective of ESRT protocol operationy copjunction with our earlier inference, we conclude that
which is to achieve event-to-sink reliability. S;=(NC,HR) Vi > 0, until ESRT converges to sta@OR. m
3) If there are no events whose network state are highLemma 2:Starting fromS,=(NC,HR), and with linear reli-

priority, i.e.,S/=(C,HR) or S/=(NC,HR) Vj € N,, then ability () behavior when the network is not congested, ESRT

the sink follows the default ESRT operation describecbnverges to stat®OR in 7[logs ("06_1)1 time units, where

in Section IV for these events. That is, it calculates the is the duration of the decision interval.

updated reporting frequency’, ;, and broadcasts it to Proof: To establish the convergence time, we proceed as

the sensor nodes which are in the event radius of evdaliows. Let the j*" decision interval be the first one where
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Fig. 10. The ESRT protocol trace f&=(NC,LR). Convergence is attained Fig. 12. The ESRT protocol trace f&=(C,HR). Convergence is attained
in a total of two decision intervals. The trace values and states are also shdwa total of six decision intervals in this case. The trace values and states are

in the figure. also shown in the figure.
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Fig. 11. The ESRT protocol trace f8=(NC,HR). Convergence is attained Fig. 13. The ESRT protocol trace f&=(C,LR). Convergence is attained

in a total of five decision intervals. The trace values and states are also shé@ total of four decision intervals in this case. The trace values and states
in the figure. are also shown in the figure.

S;=OOR. It follows from Lemma 1 thatj is the least index /' < fmaz (in linear region) such thag(f) = n(/f’).

such that; < 1 + e. Using equation (8), The proof now proceeds by contradiction. Let us assume
that S;11=(NC,LR) when S;=(C,HR), for somei > 0. From
;= "J%H < 1+e the state definitions in Section 11I-C and update policy in
nio1 = B2E < 142 10 Section IV-A, it follows that
: ‘ fZ/M > fi (11)
m = noTH < 14927 1¢ i i

Hence, a necessary condition is

Hence,j > log, ("2=*) and the result follows. Note that

this represents the time required to reach st@®R in > fi > fi, (12)
order to conserve maximum energy. Our primary objective of l1—e

reliable event detection is maintained all along by virtue dfut this is not true sincef; > fna > f/. This completes
the conservative decrease (equation (7)). B the proof. In accordance with this result, there is no transition

Lemma 3:With linear reliability ¢;) behavior when the from state(C,HR) to (NC,LR) in the state diagram shown in
network is not congested, the network state transit®a Fig. 5. This achieves our objective of relieving congestion and
(C,HR)—S;11=(NC,LR) is not possible for any > 0. reducing energy consumption while not compromising on the

Proof: The linear reliability ¢) behavior forf < f,... event reliability (see Section IV-A). |
can be expressed gs= an, wherea denotes the slope. It In order to determine the convergence times of the ESRT
is seen from the- vs. f characteristics in Figs. 2, 3, and 4 protocol starting fron, € {(C,HR),(C,LR)}, the non-linear
that for everyf > f,... in state(C,HR), there exists one r vs. f behavior needs to be tracked analytically. However, this
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Fig. 14. The average power consumption of sensor nodes in each ded%?d] 15

interval for Sy=(NC,HR). The number of decision intervals for all of the event flows to

converge to stat®OR for varying number of multiple concurrent events. In
this set of experiments, the multiple concurrent events are isolated and their
flows do not pass through any common router sensor node.

is beyond our present scope. Hence, we study the convergence

in these two cases using simulations. 38

36 1

B. Simulation Results

In order to study the convergence of ESRT using simu- =
lations, we once again developed an evaluation environment
using ns2 [11]. We first run the simulation experiments for
the scenario where a single event occurs in the wireless sensor
field. Our convergence results are shown in Figs. 10 through 13
for initial network statess,=(NC,LR),(NC, HR),(C,HR), and
(C,LR), respectively. The corresponding trace valugssf;)

©
5
L

30 1

Average power consumption (J)
N
53
T
|

N
>
L

and states are listed within each figure. The energy conserva- N

tion property of ESRT foiSy=(NC, HR) is illustrated in Fig. af ,
14. For all our simulation results presented here, number of

senders: = 81 and tolerance = 5%. The event radius was 2 10 P % © % %
fixed at40m. Other simulation parameters are the same as Time ()

thos_e listed in Tabl_e 1in Section IlI-B. Fig. 16. The average power consumption of sensor nodes in each decision
It is seen from Fig. 10 that the ESRT protocol f8y=(NC, interval for the case where 5 concurrent events occur in the wireless sensor

LR) converges in a total of two decision intervals-£20s). field. In this case, the flows generated by these events are isolated.
This is expected from the aggressive multiplicative policy
employed. Lemmas 1, 2 and 3 in Section VI-A can be verified
from the trace valuesf{, ;) and states listed within Figs. 11individually as explained in Section V-B. Note also that the
and 12. minimum and maximum number of decision intervals required
Furthermore, we run simulation experiments to assess {8 convergence are 2 and 6, which are equal to the case where
ESRT performance in the cases where multiple events océusingle event occurs. Hence, the convergence toOB&
simultaneously in the sensor field. Here, we observe tRtate is not delayed in the case of multiple isolated events.
number of intervals it takes for all of the event flows to Moreover, as shown in Fig. 16, the average power consumed
converge to stat®OR. We also observe the average powdpy the sensor nodes also show the same pattern we observed
consumption of the sensor nodes. We perform the simulatitgy a single event scenario as shown in Fig. 14. This is
experiments for varying number of multiple concurrent eventglso because of the fact that the sink takes action for the
In the first scenario, we perform simulation experiments félows generated by the multiple isolated events independently.
the cases where the flows generated by the multiple evemtierefore, the average power consumption decreases with
are isolated and do not share any common router sentiore as the ESRT protocol works to minimize the energy
node. As shown in Fig. 15, the average number of decisieapenditure while maintaining the event-to-sink reliability.
intervals it takes for all of the event flows to converge to the In the second scenario, we perform simulation experiments
state OOR does not vary significantly for varying numberfor the cases where the flows generated by the multiple events
of multiple concurrent events. This is mainly because trae not isolated and there are common router sensor nodes
flows generated by these multiple events are isolated amaditing these multiple flows in the sensor field. As shown
hence ESRT brings the network state of these flom®@R in Fig. 17, the average number of decision intervals it takes
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TABLE IV
SUMMARY OF ESRTPROTOCOL OPERATION IN EACH OF THE FIVE STATES

[ Network State (S) | Description [ ESRT Action
(NC,LR) No Congestion, Low Reliability Multiplicatively increasef
Achieve required reliability as soon as possible
(NC,HR) No Congestion, High Reliability Decreasef conservatively
Cautiously reduce energy consumption so as not compromise on reliapility
(C,HR) Congestion, High Reliability Decreasef aggressively to stattNC,HR) to relieve congestion
Then follow action in(NC,HR)
(C,.LR) Congestion, Low/equal Reliability Decreasef exponentially
Relieve congestion as soon as possible
OOR Optimal Operating Region f remains unchanged
10 T 38
Average —5—
Min --4--

Max ---v---

34 i

32+ B

30 1

28 1

Number of Decision Intervals
Average power consumption (J)
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Number of Multiple Concurrent Events Time (s)

Fig. 17. The number of decision intervals for all of the event flows t&ig. 18. The average power consumption of sensor nodes in each decision
converge to stat®OR for varying number of multiple concurrent events. Ininterval for the case where 5 concurrent events occur in the wireless sensor
this set of experiments, the multiple concurrent events are not isolated. field. In this case, the flows generated by these events are not isolated.

) consistent with the average convergence time results shown in
for all of the event flows to converge sta@OR slightly Fiq 17.

increases with the number of multiple concurrent events. This

is mainly because the flows generated by these multiple events . _

are not isolated and hence ESRT considers the priority of Suitable Choice of

the current network states of these flows as explained inFor practical purposes, ESRT uses a tolerance zone of
Section V-B. Therefore, the sensor nodes which are in thgound the optimal operating poif in Fig. 4. If at the end
radius of the events that already have adequate reliabilftfdecision interval, the reliability; is within [1-¢,1+] and
may not experience reporting frequency update at the endifono congestion is detected in the network, then the network
each decision interval. Consequently, the number of decisinin stateOOR. The event is deemed to be reliably detected
intervals it takes for those events to converge increases. Natethe sink and the reporting frequency remains unchanged.
also that the minimum and maximum number of decisioRreater proximity to the optimal operating point can hence
intervals required for convergence also vary with the numbeg achieved with smak. However, as seen from Lemma 2
of multiple concurrent events due to the same reason. HoweverSection VI-A, smaller the, greater the convergence time.
as shown in Fig. 17, the increase in the convergence timeHgnce, a good choice afis one that balances the tolerance
very small even in case of 10 non-isolated concurrent ever@§d convergence requirements. For exampleZatdlerance
Hence, the ESRT protocol can effectively address the cageguirement can offset the convergence time by as much as
where multiple events occur simultaneously. 77 time units whenS,=(NC,HR). Note however that reliable

Furthermore, as shown in Fig. 18, the average powgyent detection is maintair!ed all along (Lemma 2 in Section
consumed by the sensor nodes also show the same patiéif) due to the conservative decrease.
we observed for the previous case in Fig. 16. However, the
decrease in the average consumed power is slightly slower VII. CONCLUSION
in this case. This is also because the fact that the sink mayThe notion of event-to-sink reliability is necessary for
not take any action for some of the flows which alreadseliable transport of event features in WSN. This is due to the
have adequate reliability levels. Note that this result is al$act that the sink is only interested in the collective information
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of a number of source nodes and not in individual sensds] MICA Motes and Sensors,

reports. This is also the reason why traditional end-to-end }\*l‘gt%‘;vk‘gwh-ﬁow-Com/Pde“CtS/W"e'ess -Sensor -

reliability notions and transport solutions are inappropriate fo[fe] Y. Sankarasubramaniam, O. B. Akan, and I. F. Akyildiz, “ESRT: Event-
WSN. Based on such a collective reliability notion, a new  to-Sink Reliable Transport for Wireless Sensor NetworksPiac. ACM

reliable transport scheme for WSN, the event-sink reIiabI%] pORIROC 2003 pp. 277188, Annapolis, Maryland, USA, June 2003.

t t (ESRT t i ted in thi . D. Servetto and G. Barrenechea, “Constrained Random Walks on
ranspor ( ) protocol, 1S presentea In this paper. Random Graphs: Routing Algorithms for Large Scale Wireless Sensor

ESRT is a novel transport solution developed to achieve Networks,” In Proc. WSNA 2002pp. 12-21, Atlanta, GA, September
reliable event detection with minimum energy expenditure_ 2002. . .

d . uti f . i T Ey b P f 8] E. Shih, S. Cho, N. Ickes, R. Min, A. Sinha, A. Wang, and A. Chan-
an congesthn reso UF|0n unctiona 'f[y- 0 the eS'F O OUF " grakasan, “Physical Layer Driven Protocol and Algorithm Design for
knowledge, this is the first study of reliable transport in WSN  Energy-Efficient Wireless Sensor Networks,”Rioc. ACM MOBICOM

from the event-to-sink perspective. 2001, pp. 272-286, Rome, ltaly, July 2001.
eve 0 PErsp € K. Sohrabi, B. Manriqguez, and G. Pottie, “Near-Ground Wideband

. . . 9
ESRT has been tailored to meet the unique requuemen[(g Channel Measurements,” Proc. IEEE VTC 1999Vol. 1, pp. 571-574,
of WSN. Its congestion control component serves the dual New York, 1999. _ '
urpose of achieving reliability and conserving eneray. THéO] F. Stann an_d J. Heidemann, “RMST: Reliable Data Transport in Sensor
purp . 9 . y . 9 9y . Networks,” inProc. IEEE SNPA 20Q3p. 102-112, Anchorage, Alaska,
algorithms of ESRT mainly run on the sink and require  \ay 2003.
minimal functionality at resource constrained sensor nodg¢sl] The Network Simulator - ns-2,
The primary objective of ESRT is to configure the network _ http://www.isi.edu/nsnam/ns/index.html
P Y . . . g. . 2] S. Tilak, N. B Abu-Ghazaleh, and W. Heinzelman, “Infrastructure
as Close_ as pO§S|p|§ tc? the 0_pt|ma| Qperat.m_g point, Where" trageotfs for Sensor Networks,” iRroc. ACM WSNA 2002pp. 49-
the required reliability is achieved with minimum energy 58, September 2002, Atlanta, GA, USA. _
consumption and without network congestion. Thus, ESR¥S] C. Y. Wan, A. T. Campbell, and L. Krishnamurthy, "PSFQ: A Reliable
P . . . 9 Transport Protocol for Wireless Sensor Networks,Pioc. ACM WSNA
protocol operation is determined by the current network 5002 pp. 1-11, September 2002, Atlanta, GA, USA.
state based on the reliability achieved and the congestia#] A. Woo and D. E. Culler, “A Transmission Control Scheme for Media

it i ; i Access in Sensor Networks,” iRroc. ACM MOBICOM 2001pp.221-
condition. In this regard, five possible network stai®s 235, Rome, Italy 2001,

€ {(NC,LR),(NC,HR),(C,HR),(C,LR),O0R } were identified [15] W. Ye, J. Heidemann, and D. Estrin, “An Energy-Efficient MAC Protocol
and ESRT operation in each of these states was discussed in for Wireless Sensor Networks,” iRroc. INFOCOM'02,pp. 1567-15786,

detail in Section IV-A. The main ideas are summarized in New York, USA, June, 2002.
Table 4.

We also extend ESRT protocol operations to accommodate
the scenarios where multiple events concurrently occur in
the wireless sensor field. The sink exploits the collective
identification of the sensor nodes in order to accurately capture
if a single or multiple events occur and in case of multiple
events whether the flows generated by these events are isolated
or not. Hence, according to this information, the sink uses the
ESRT protocol to achieve the required event-to-sink reliability
levels for each of these concurrent events.

Analytical performance evaluation and simulation results
show that ESRT converges to stalOR regardless of the
initial network stateS,. Furthermore, the simulation experi-
ments show that ESRT can also achieve the required event-
to-sink reliability in case of multiple concurrent events. This
self-configuring aspect of ESRT is valuable under random, dy-
namic topology frequently encountered in WSN applications.
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