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Abstract— We consider wireless systems where the nodes oper-energy consumption along both the transmitting path and the
ate on batteries so that energy consumption must be minimized receiving path at the same time is more appropriate than
while satisfying given throughput and delay requirements. In this minimizing them separately.

context, we analyze the best modulation strategy to minimize the The i f ing is sianificant si . irel
total energy consumption required to send a given number of € ISSue O energy saving IS signiticant Since In a wireless

bits. The total energy consumption includes both the transmis- Node, the battery energy is finite and hence a node can only
sion energy and the circuit energy consumption. For uncoded transmit a finite number of bits. The maximum number of bits
systems, by optimizing the transmission time and the modulation that can be sent is defined by the total battery energy divided

parameters we _show that up to80% energy savings is achievable by the required energy per bit. Most of the pioneering resear
over non-optimized systems. For coded systems, we show that th f trained ication has fac
the benefit of coding varies with the transmission distance and In the areéa of energy-constrained communication has use

the underlying modulation schemes. on transmission schemes to minimize the transmission gnerg
- . L per bit. In [4] the authors discuss some optimal strategies
Index Terms—Energy efficiency, modulation optimization, h A h bi ired f liabl
MQAM, MFSK. that minimize the energy per bit required for reliable trans

mission in the wide-band regime. In [5] the authors propose
an optimal scheduling algorithm to minimize transmission
. INTRODUCTION energy by maximizing the transmission time for buffered
Recent hardware advances allow more signal processprgkets. In [6] and [7], some other scheduling methods are
functionality to be integrated into a single chip. It is lesttd proposed to minimize the transmission energy. The emphasis
that soon it will be possible to integrate an RF transceive¥n minimizing transmission energy is reasonable in theitrad
A/D and D/A converters, baseband processors, and otlii@nal wireless link where the transmission distance igdar
application interfaces into one device that is as small as(a 100 m), so that the transmission energy is dominant in
coin and can be used as a fully-functional wireless nodeh Subie total energy consumption. However, in many recently-
wireless nodes typically operate with small batteries foick  proposed wireless ad-hoc networkag(, sensor networks)
replacement, when possible, is very difficult and expensividie nodes are densely distributed, and the average distance
Thus, in many scenarios, the wireless nodes must operbgween nodes is usually belo¥® m. In this scenario, the
without battery replacement for many years. Consequenttyscuit energy consumption along the signal path becomes
minimizing the energy consumption is a very important desigcomparable to or even dominates the transmission energy
consideration. In [1], the authors show that the hardwdre, tin the total energy consumption. Thus, in order to find the
link layer, the MAC layer, and all other higher layers shoul@ptimal transmission scheme, the overall energy consompti
be jointly designed to minimize the total energy consumptioincluding both transmission and circuit energy consunmptio
The AMPs project [2] at MIT and the PicoRadio project [3]needs to be considered. In [8], some insightful observation
at Berkeley are investigating energy-constrained radiog aare drawn for choosing energy-efficient modulation schemes
their impact on overall network design. and multi-access protocols when both transmission enardy a
Achieving an optimal joint design across all layers of theircuit energy consumption are considered. It is shown that
network protocol stack is quite challenging. We thereford-ary modulation may enable energy savings over binary
consider pair-wise optimization of the hardware and linfela modulation for some short-range applications by decregasin
designs. We investigate the energy consumption associaliee transmission time. In [10], uncoded MQAM modulation
with both the transmitting path and the receiving path: lgmeis analyzed in detail, and optimal strategies to minimize th
the total energy required to convey a given number of bits total energy consumption are proposed for AWGN channels. In
the receiver for reliable detection. Assuming all nodesdnait this work, we extend these ideas to a detailed tradeoff aisaly
and receive about the same amount of data, minimizing thg the transmission energy, the circuit energy consumption
the transmission time, and the constellation size for both

Manuscript receiveq July 27, 2003; revised March_5, 2004s Work was  incoded and coded MQAM and MFSK in AWGN channels.
supported by the National Semiconductor Corporation, thieedlP. Sloan Thi lvsis al k K d del . .
Foundation, and the U.S. Army under MURI award W911NF-05-4e0Part | NIS analysis also takes peak-power and delay constratus |

of this work has been presented at ICC’'03 and Globecom’03. account.

S. _Cui is with the Dept. of Electrical_ and_Compute_r Enginegridniversity For both MQAM and MFSK we minimize the total energy
of Arizona, Tucson, AZ, 85721 (email: cui@ece.arizona.edu) . ired . BER . b
A. J. Goldsmith is with the Wireless System Lab, Dept. of Hiect consumption required to meet a given requirement by

cal Engineering, Stanford University, Stanford, CA, 943@fmail: an- oOptimizing the transmission time. The transmission time is

drea@wsl.stanford.edu). . bounded above by the delay requirement and bounded below
A. Bahai is with National Semiconductor, Santa Clara, CA, ®50and b h k . Th . .
he is also a consulting professor at Stanford Universign®rd, CA, 94305 OY the peak-power constraint. The transmission energy IS

(email: bahai@stanford.edu). analyzed via probability of error bound approximations and



2 IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, SEPTEMBER, 2005

DAC

—1

channel

the circuit energy consumption is approximated as a linear
function of the transmission time. From this optimizatiore >
also find the optimal constellation size for MQAM and for
MFSK. The effects of coding is modeled by the coding gain
and the corresponding bandwidth expansion wherever applic Citer | LNA
ble. For MQAM, trellis-coded modulation is studied for the RX: TD_,D
energy minimization problem. For MFSK, a convolutionally
coded system is discussed, where we show that the benefits
of coding varies with the transmission distance.

The remainder of this paper is organized as follows. Section Fig. 1. Transceiver Circuit Blocks (Analog)
Il describes the system model. Section Il solves the energy
constrained modulation problem for uncoded MQAM and . . . .
MFSK, respectively. In Section IV, the energy-minimizatio mod_e there_ls a tran3|er_1t mode. The multi-mode operation
problem for coded MQAM and MFSK is discussed. Section growdes a significant savings of energy when the sleep mode
discusses the optimization algorithms. Section VI makeseso is deployed.

comments on the possible extension to the multiple acc S\Ne assume that a node hadits to transmit with a deadline

. . . . This setup can be justified in a typical sensor network where
scenario. Section VII summarizes our conclusions. Power P | yp

. ) . e - . h sensor periodically takes measurements, encodes thes
estimation models for various circuit blocks are discussed each senso pe. odically . L .
the appendix measurements into a certain number of bits, and transmits

them to a central processor. The measurements must arrive
at the processor in a timely manner for effective processing
Il. SYSTEM MODEL In this scenario, the transceiver spends tiffig, < T to

We consider a communication link connecting two wirelesg?mmunicate these bits, whefg, is a parameter to optimize, -
nodes. In order to minimize the total energy consumptioﬁ,nd t_hen retumns to the sleep mode where _all the circuits in
all signal processing blocks at the transmitter and theivece the s!gnaldpath_arefshut down for ednergy slavmg. Alc:ho_Uththe
need to be considered in the optimization model. However, f an5|er|]"|t granonl_ r_%'r' ar(]:tlve mode to seeg mo (Ia IS S Oét
typical energy-constrained wireless networks such asosen§nUdn to edneg g1 S’t lesta(;t-up pro;:esf_s from ;eepemok
networks, the throughput requirement is usually low sudf active mode may be slow due to the finite Phase Loc
that the baseband symbol rate is low. We also assume th3PP (PLL) settling time in the frequency synthesizer. Thus
no complicated signal processing techniques such as mu'ilas transm_|33|ﬁn perlo_ﬁf IS glvsn ZyT ~ Lo ;’ {]0"; + TSP’I
user detection or iterative decoding are used. Thus, thepolf €€ Zi» 1S the transient mode duration which is equal to

consumption in the baseband is mainly defined by the symiBf frequency synthesizer settling time (the start-bup epsslcof g
rate and the complexity of the digital logic. This powefhe mixer and power amplifier is fast enough to be neglected)

consumption is quite small [9] compared with the powe?ndTSP is the sIeep mode QUration. Correspondingly, thg total
consumption in the RF circuitry, which is closely relate§"€M9Y consumptiorE' required to send. bits also consists

to the carrier frequency. Thus, at this stage we neglect fibth"ee components:
energy consumption of baseband signal processing blocks E = P,To+ PyyTap + Py Tir
(e.g., source coding, pulse-shaping, and digital modulation) to .
simplify the model. The resulting signal paths on the traitsm = (Pt Peo)Ton + PopTop + PirTir, @)
ter and receiver sides are shown in Fig. 1, where we see thatdrere P,,,, P;, and P, are power consumption values for
the transmitter side the baseband signal is first conveoteth t the active mode, the sleep mode, and the transient mode,
analog signal by the Digital-to-Analog Converter (DAC)eth respectively. The active mode powEs,, comprises the trans-
filtered by the low-pass filter and modulated by the mixemthemission signal powei®, and the circuit power consumption
filtered again, and finally amplified by the Power AmplifietP,, in the whole signal path. Specifically?.,, consists of
(PA) and transmitted to the wireless channel. On the receithe mixer power consumptioR,,;., the frequency synthesizer
side the RF signal is first filtered and amplified by the Lowower consumptiot®;,,,, the LNA power consumptiof;, 4,
Noise Amplifier (LNA), then cleaned by the anti-aliasingdilt the active filter power consumptioRy;;, at the transmitter,
and down-converted by the mixer, then filtered again befotiee active filter power consumptioRy;;,- at the receiver, the
going through the Intermediate Frequency Amplifier (IFA)FA power consumptionP; 4, the DAC power consumption
whose gain is adjustable, and finally converted back to @adigi Pp 4, the ADC power consumptio®s pc, and the power
signal via the Analog-to-Digital Converter (ADC). The kastamplifier power consumptio®,,,,, where P,,,,, = «P, and
stage demodulation is done digitally. Although this model ic = > — 1 with n the drain efficiency [11] of the RF power
based on a generic low-IF transceiver structure, our fraoniew amplﬁ‘ier and ¢ the Peak to Average Ratio (PAR), which
can be easily modified to analyze other architectures as wédl dependent on the modulation scheme and the associated
We assume that the transceiver circuitry works on a multtonstellation size. Although strictly speaking should be
mode basis: when there is a signal to transmit all circuitskwopart of the total amplifier power consumption, here we define
in active mode, when there is no signal to transmit they woik,,,,, as the value excluding the transmission signal power for
in sleep mode, and when switching from sleep mode to actiwenvenience. The calculation @z, Papc and Ppac is

Filter Mixer  Filter PA

ADC
Filter Filter  IFA

T €9 B o P

Mixer
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based on the model introduced in the appendix. inside the frequency synthesizer. As a result, for MFSK#he

Since batteries are not only energy-limited but also peaterm in all the energy consumption formulas should exclude
power-limited, the total power consumption of either théhe energy terms related to the mixer and the DAC on the
transmitter or the receiver can never exceed the maximuransmitter side.
available battery power. The maximum power available for Finally, the energy-constrained modulation problem can be
the transmitter signal path is denoted Bs,..:, which is modeled as
equal to the maximum battery output power at the transmgittin minimize E,
node minus the total power con§umption in all ther circuits subject to 0 < T, <T — T} 4)
inside the same node. The maximum power available for the < P LP,<P

. . . . . 07(1""_0‘) t+ ct > maxt

receiver signal pathP,, .., is defined in the same manner. ) ) o
SinceP,, = max { Py, P.r, Py}, the peak-power constraintswhere we see that our task is to find the most efficient

are given by way to choose the transmission time under the given system
constraints so that the total energy consumption is mirechiz
Pont = Py+ Pamp + Pt = (1 4+ )Py + Pey < Praat For the two constraints, the first one corresponds to theydela
Py = P < Pogor (2) constraint and the second one corresponds to the peak-power

] . _constraints. Sincé,,. is independent of the design variables,
where P,,,; is the value ofPo,.L at the transmnter an®,,.. IS the constrain® < P.. < Puasr is not included in the opti-
the value of P, at the receiver. Meanwhilel.y = Priz +  mjzation model and we assume that it is satisfied by default.
Peyn + Priw + Ppac and Per = Priz + Peyn + PLnA + From the resulting optimal},,,, the optimal constellation size

Prir + Prra + Papc denote the circuit power consumptiongor 5 particular modulation scheme can be obtained.
(excluding the power amplifier power consumption) in the

active mode at the transmitter and the receiver, respéctive
the following sectionsP.T,,, = (P.; + Pe)Toy, Will be used
to denote the total circuit energy consumption. A. Uncoded MQAM

The start-up time for other circuit blocks is negligible We first take MQAM as a design example. Analysis is done
compared to that of the frequency synthesizers. Hence, theer an AWGN channel. For MQAM, the number of bits per
optimal strategy for the start-up process is to turn on ttsymbol is defined a$ = log, M. The number of MQAM
frequency synthesizers first and once they settle down rio tsymbols needed to send bits is denoted ad.; = % If the
on the rest of the circuits. As a result, there is no energyedas symbol period is denoted &8,, we can also represetit, as
while the transceiver waits for the frequency synthesiters L, = % Thus,% = TT" i.e,
settle down. HenceP;, merely needs to include the power ) ’

[1l. UNCODED MQAM AND MFSK

consumption of the frequency synthesizers. b= LTS, (5)
In the sleep mode, the power consumption is dominated Ton

by the leaking currenf; of the switching transistors if the If square pulses are used afigl~ 1/B is assumed, we have

circuitry is properly designed. Since the leaking power-con I

sumption is usually much smaller than the power consumption b~ BT (6)

in the active mode (which may not be true for deep sub-micron

CMOS technology [11]), it is neglected in our model. Thus, w8ince the bandwidth efficiency is defined Bs = 57—, we

setP,, = 0. Our analysis can be easily modified to incorporatean see that ~ B. for MQAM.

Py, # 0. A bound on the probability of bit error for MQAM is given
Given Eq. (1) and Eq. (2), and the fact thaf, = 0 and by [13]

P,. =~ 2P,,,, the energy consumption per information bit 4

E, = E/L is given by P, < E(l

Ba = (Q+a)Pt Po)Ton + P Tir)/ L h * _L o~ dy. The Signal to Noise Rati
— 2
(14 a)Ey + PuTon + 2PsynT) /L, (3) wi ereQ(_a:) _fz =€ Pu. e Signa _0 oise .alo
(SNR) ~ is defined asy = BN whereP. is the received

where E; = P,T,,, and F., Py, and T}, can be treated sjgnal powers? is the power spectral density of the AWGN

as constants defined by the particular transceiver stRIGIUr and N is the receiver noise figure defined A5 = Nigigt
ag

use. It can be shown [12] that the transmission enéfgis a here N, is the power of the noise introduced by the
monotonically increasing function of the bandwidth effigig¢ receiver front-end.

defined asB. = L/(BT.y,) (in bits/s/Hz). In other wordsE;  Hence, by approximating the bound as an equality we obtain
is a monotonically decreasing function @f,, for any fixed 41 1)
packet sizeL and bandwidthB. P~ N Bo2(2 - 1)1 o 7

One thing we need to point out is that since the model shown r e ( ) In bp, )
in Fig. 1 is a generic model, it may need some modificationsAssuming ax'h-power path-loss model at distande(me-

for specific sy_stems_. For example, the mixer and the DA{érs), the transmission power is equal to
at the transmitter side are not needed for MFSK systems

since frequency modulation is usually implemented dibyital P, = P.Gg, (8)

- %)Q( 21,3_ 17) <

N

u
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: . . TABLE |
where Gy £ G,d" M, is the power gain factor withd/; the
. . . L MQAM PARAMETERS
link margin compensating the hardware process variatiods a — —
" ) ) fo = 2.5 GHz 7 =0.35
other additive backgroun_d noise or interference ahdthe_ =35 02 = No — _174 dBm/Hz
gain factor atd = 1 m which is defined by the antenna gain, B =10 KHz L=2kb
carrier frequency and other system parameters. We willhassu Priz = 30.3 MW Psypn = 50 mW
=35 andG, = 30 dB f del [18]. According t Prya =20 m¥ Prra =25 mW
k=3.5andG; = 1B for our mode [18]. According to Prrvoot = 250 MW Prite = Ppiy = 2.5 mW
Eqgns. (6)}-(8), we obtain the transmission energy as Ty =5 us M,; =40 dB
T =100 ms P,=10"3
E, = PT,, N;=10dB G1=30dB
L
4 4(1 — 27 2BTon
~ —Nf02(28ﬁm —1)In %GdBTon.
3 BT, b

) given byb, i, = max{[ﬁlj}, and E, is represented
in terms ofb as

It is easily shown thatE; is a monotonically decreasing 4 (20— 1) 4(1_2,%)

function over the producBT,, when MQAM is well defined, E, = (1+4+a)-= f<72 In

i.e, whenb = z£— > 2. Thus, when the packet size and 3 b bPy

bandwidthB are fixed, the maximum allowablg,,, minimizes xGq+ (P.Toy + 2Psyn Ty ) /L. (15)

the transmission energy. The resulting optimization problem can be solved using the

However, when we include the circuit energy consumptiagptimization algorithms discussed in Section V.
in the model, the situation may change. According to Eq. (3), For a specific numerical example, the circuit-related para-
the expression for the total energy consumption per infermgyeters need to be defined first. We tak&®GHz radio in the
tion bit in terms of7,,, is given by Industrial-Scientific-Medical (ISM) band as an exampler Fo
radios in other bands or with significantly different hardeva

L
4 4(1 — 27 2BTon . . ..
E, = (1+ a)ng02(2 BTom — 1)In % architectures we need to use different parameters. Theitryrc
BT, 1b for such a radio is composed of several blocks described
XGqBT,n + P.Toy + 2Py Ty ) /L, (10) in [11], [25], [26], and [17]. The corresponding parameters

are summarized in Table |, whemg = 0.35, which is a

wherea = n 1 is also a function off,,,, since for MQAM practical value for class-A RF power amplifiers [11] (Due

_L . .
§ = 3% and M = 277 (a square constellation isto the linearity requirement for amplifying MQAM signals,
assumed [14]). class-A power amplifiers are usually used.). The values for
From the expression fos, we see that the maximumpB, L, andT are set up such thdt,;, = % = 2. Thus,

T,», minimizes the transmission energy while the minimurthe constellation size for MQAM is well defined inside the
T, minimizes the circuit energy consumption. Therefore, aeasible region.

optimal tradeoff forT,, needs to be found to minimize the The plot of £, over T,, for bandwidthB = 10 KHz is
total energy consumption. In addition, the value Tgy, needs shown in Fig. 2. The vertical axis is the energy consumption
to be optimized under the delay and peak-power constraintgr information bit (in terms of dB relative to a millijoule:
The peak-power constraint in Eq. (4) can be rewritten as log;, % dBmJ). The horizontal axis is the normalized

L transmission time. We see that the total energy consumption
4(1 — 97 2BTon )

(1+ a)éNfUQ(QBTLﬁ —1)In - G4B is not a monotonically-decreasing function Bf,, when the
3 BTon By transmission distancé is small. For example, wheith =1 m,
< Pzt — P, (11) E, at the optimalT, ~ 0.127 is about 8 dB lower than the

non-optimized case wherg€,, = 7' — Ty, ~ T. Thus, T,

optimization results in a84% energy saving. It can be shown
Ton > Tonin, (12) that whend = 100 m, the peak-power constraint is violated

even wherb = 2 (the minimum allowable value). In this case,

whereT;ir is the solution forT,,, for which the equality in \ye can use coding or MFSK modulation to reduce the peak
Eqg. (11) holds. Thus, for MQAM the optimization model INoower requirement, as we show later.

Eq. (4) can be rewritten as

which is equivalent to

The transmission energy is dependent on the transmission
minimize E, distanced while obviously the circuit energy consumption is
subject to Thin < Ton <T — T}y 13) independent ofd. Thus, we can save energy by optimizing

T,» only when the circuit energy consumption is nontrivial
If we take into account the fact that= 57—, an equivalent rejative to the transmission energy. Since the transnmissio
representation for the optimization model can be written @%ergy increases with, there exists a threshold for the value
follows o of d above which there is no energy savings possible by
minimize E, o . : )
Subject to by, < b < b , (14) optimizingT,,, which then should just be setto the maximum
min = 7 = Tmasg valueT'. For the above example, = 30 m is the threshold,
where the upper bound dncorresponds to the lower boundwhere the derivative of, relative toT,,, is approximately

onT,, given byb,,.. = Lﬁj, the lower bound orb is  zero at the poinf,,, /T = 1. In general, to find the threshold
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50

relationship between the constellation size and the baittiwi
s | time product for MFSK is given by

Total energy consumption | 2b/2b = L/(BTon), (17)

30

which is different from the MQAM case wheré =

L/(BT,,). However, there still exists a one-to-one relation-

ship betweerb and theBT,,, product for any fixed value of

L, except forb = 1 andb = 2, which correspond to the same

BT,, product. For simplicity, all the following transmission

energy functions for MFSK will be represented in termbof
Since most practical MFSK receivers use non-coherent

201

Energy per Information Bit in dBmJ
s
T

0l detectors, the probability of error bound for non-coherent
d=tm MFSK detection is used in our derivation:
-30 o1 o2 02 0 TZ:/T 06 o7 os 09 1 Pb < 2b—26—%. (18)
ApprOX|mat|ng the bound as an equality, we obtain=
Fig. 2. Total Energy Consumption, MQAM, (AWGN) ]\l;b;(; 2In 2—, where E,, is the energy per information
21) 2

bit at the receiver andv, = 202. Hence,2 2 = 21
Following a similar derivation as in the l\/fQAM case the

we just need to find the value of that makes the derivative e o
. . SN ransmission power and the transmission energy are given by
of I, relative toT,,, at the maximum transmission time equa‘

to zero. 2b—2 2B
. . . ) . . P, = 4N;0?1 —G 19
According to the relationship defined in Eq. (6), we can find ¢ ro 49 (19)
the optimal constellation size from the optimal valueZgf,. and
We redrawFE, overb for thed = 5 m case in Fig. 3. We see 5, 2072 L

. . . Ey = PT,, = 20
from the figure thab,,, ~ 9 if the total energy consumption ¢ k (20)
is cons_lde_red versds,_pt =2, _|ts minimum value, when only respectively, where we uséd,, = 2* L derived from Eq. (17).
transmission energy is considered. R 2b B
One necessary modification in the hardware configuration of
o ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ MFSK compared to the MQAM system is that the mixer and
: the DAC at the transmitter should be deleted, as we discussed
—— Total energy consumption . . .
-+ Transmission energy only | earlier. Correspondlngly we redefine, = 2Psyn + Piz +
2 Prya+ Pris + Prir+ Prra+ Papc. Thus, the total energy
% consumption per information bit is given by
:&:3 b 2 L
.§ Ea = ((1+O¢)4N}t0' ln—Gd
5-30—
g . +P.T,, + 2P8ynTtT)/L, (22)
3-407 1 wherea = £ — 1 and ¢ = 1 for MFSK. From Eq. (17)
g‘: we see that the product a8 and 7, defines the value of
- | b when the packet siz& is fixed. Hence, the value o,

is dependent on th&T,, product. It can be proved thdi;
is a monotonically decreasing function ove(whenb > 1)

¢ ® e S unlessP, is unreasonably large (on the order(t). Due to
the relationship betweehand BT,,, as described in Eq. (17),
FEy is also a monotonically decreasing function over g,
product which is similar to the MQAM case. Hence, increasing
T,, always decreases the transmission energy, but the optimal
B. Uncoded MFSK T, which minimizes the total energy consumption may not be

For MFSK, the number of orthogonal carriersfig = 2. the maximum allowable transmission time. The optimization
We assume that the carrier separation is equegfto where model is easily described in term éfsuch that Eqg. (4) can
T, is the symbol period. Thus, the data rERe: L and the be rewritten as

Fig. 3. Total energy consumption versus constellation $i#@AM (AWGN)

total bandwidth can be approximated Bs~ - (see [13]). minimize  E, 22)
As a result, the bandwidth efficiency for MESK is given by subject to byin < b < bmas
L2 9p/20 (b/s/Hz). 16 whereb,, ... is defined by the delay requirement in such a way
/2" (b/s/Hz) (16) that Zpmee = L. andb,,;, is calculated based on the peak-

Since in general the bandwidth efficiency can also be repgower constraint, specificallyl +a) P (bmin) = Pmazt — Pt
sented asB, = % regardless of modulation schemes, thahere Py = Py, + Ppis.
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To give a numerical example, we first assume that the powanited, the system throughput can be maintained by iningas
consumption of the corresponding circuit blocks is roughly the symbol rate. However, most practical systems are a=ssign
same as in the MQAM case. Since there is no longer a strectfixed frequency band so that the bandwidth expansion can
linearity requirement on the RF power amplifier, the value aly be implemented in the time domain. In other words, a
7 in Table | is changed to 0.75, which corresponds to a classidhger transmission time is needed in order to communicate
or a higher-class (C,D or E) power amplifier. The bandwidthoth the information bits and the error-correction bits. \itike
B and the packet sizd. are kept asl0 KHz and 2 Kb, the expansion happens in the time domain or in the frequency
respectively. The maximum deldyis changed td.07 s, such domain has no impact on the ECC performance as the cod-
thatb,,., = 6. Compared with the MQAM case, the increaseng gain remains the same. Nevertheless, the time domain
of T' is due to the fact that MFSK is less bandwidth-efficierapproach results in more circuit energy consumption which
than MQAM. Thus, MFSK needs a longer transmission timis linearly proportional to the increase of transmissianeti
to transmit the same number of bits as MQAM when they,,,. Fortunately, bandwidth expansion may be circumvented
have the same bandwidth. when the channel coding and modulation processes areyjointl

We draw E; and E, directly overb as shown in Fig. 4. designed, for example in trellis-coded MQAM [13].

Not surprisingly, the transmission energy goes down when In the following sections we consider two coded systems:
b increases, since it is well known that the largdr is, the trellis-coded MQAM and convolutionally-encoded MFSK. For
more energy-efficient MFSK is, in an AWGN channel. In otherellis-coded MQAM, even though there is no bandwidth ex-
words, M = oo is optimal in the sense of minimizing thepansion, there is still an energy penalty caused by the baseb
energy consumption per information bit [13] based only oBCC processing. We first neglect this energy penalty duesto it
transmission energy. When the circuit energy consumptionsmall magnitude compared with the energy consumption of the
considered, as shown in Fig. 4= 2 turns out to be the best RF circuitry and then show its effect with an example where
choice for bothd = 1 m andd = 30 m. For theb = 1 m case, the transmission distance is extremely small. Thereforeill
by usingb,,: = 2 we can achieve abo®0% energy savings be shown in the next section that trellis-coded MQAM always
when compared with the case where- 6 (T,,, = T') is used. has higher energy efficiency than uncoded MQAM for narrow-
band systems. For MFSK systems with fixed bandwidth, we
cannot implement coding by increasing the constellatiae si
————————————————— | while keeping the transmission time constant, as we do in
trellis-coded MQAM. In other words, bandwidth expansion is
inevitable for coded MFSK. We will therefore investigate th
tradeoff between energy savings and bandwidth expansion fo
MFSK systems with convolutional codes.

-10
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—— d=30m, total energy consumption
«+ d=30m, transmission energy only
- = d=1m, total energy consumption
== d=1m, transmission energy only

A. Coded MQAM

In a trellis-coded MQAM system, each block (of sizp
of information bits is divided into two groups of size and
b, respectively. The first group df; bits is convolutionally
encoded intdy, bits, which map ta2** constellation subsets.
The second group ob, bits are used to choose th¥2th
s 2z 25 3 35 4 45 5 55 6 constellation point within each subset (see [13] for a dkxdali
description of trellis-coded modulation). The code rate is
therefore defined as. = b;/b; and the constellation size
is increased from2® to 2b++b2, A rate v, = by /(b1 + 1)
code is usually used for subset selection. According to,[13]
IV. CoDED MQAM AND MESK b1 = 2 is a good choice since it provides the major part of the

, ) achievable coding gain. In our model, a rags code with32
It is well known [13] that forward Error Correction Codesgiates is chosen and the coding géip ~ 3 (4.7 dB) [13].

(ECCs) can reduce the required value Bf/Ny to meet a As the result, the final constellation size becorfies where

given target probability of bit erroP,, whereE}, refers to the ; _ 4 4+ L
c B

received energy per information bit, which is proportiotal Due to tﬁ(én émbedded ECC, the required SNR threshgld
the transmission energy per information bit. However, WBet {5 gchieve a giverP, is reduced by the coding gaifi., i.e.

the total energy consumption per information bit can bgy anyp — L = GEZ}\Z;O_ Therefore, for trellis-coded

reduced is not clear due to the possible bandwidth expansigiam the required transmission energy to achieve a gigen

caused by the ECC redundancy and the extra baseband enfiPhanged a7, = E,/G. and the total energy consumption
consumption of the ECC codec. E,. is given as

The error-correction capability of ECCs is enabled by intro .
ducing controlled redundancy, which usually causes bauittiwi (2" —1) In 4(1-272)
expansion in order to communicate the extra redundant bits. b bP,

If the bandwidth expansion in the frequency domain is not xGq + (PcTon + 2PsynTt,,)/L. (23)

|
o
=]

Energy per Information Bit in dBmJ
) |
4 &
=] g

8
i

©
S

Fi

g. 4. Total energy consumption versbisMFSK (AWGN)

4
Eac = (1+O{)§Nf0'
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For a specific numerical example, the circuit-related para- OPTIMIZED PARAMETERTSAFB(L"RECI;DED/UNCODEDMQAM
meters are the same as in the uncoded case (see Table—; . . - - =
The values forB, L, and T are set up in such a way that 2 ®@/ 00105 W azs a0 sal7i00 106/500
brmin = % = 2 for an uncoded system. Thus, for the trellis- P e 24 s i assama ahrise
coded system in our model, the minimum value orwill g i B A S e Vv S VA SR
be equal ta3. For comparison, an optimized uncoded system Ul Tolis  Toties  datties skl sl

is also considered. We also evaluate one reference uncoded
system with constellation size= 2 and one reference coded

system with constellation size = 3: these reference systemsIn our example, since the symbol rate is as lowl8sKHz

are designed to minimize the transmission energy. : o :
The Igllots of milnilmilzzed ener ér :nformati%% bit ovethe power consumption of the Viterbi decoder is only on the
P gy p } vel of microwatts. Therefore, it is safe to say that theezbd

different transmission distances are shown in Fig. 5, whe OAM is always better than uncoded MQAM at practical

we see that aboul0% energy savings is achieved over th?ransmission distances. When the bandwidth gets larger, the
reference setup for the coded system wtiea 1 m. The plots . .
ower consumption of the Viterbi decoder also becomes

I how that for h th nd un ms, 1
aiso sho that for both the coded and uncoded systems, |eher. As a result, uncoded MQAM may beat coded MQAM
optimized performance converges to be the same as the refer- . :
o . ; in terms of energy efficiency at short distances. For example
ence performance when the transmission distance is lange. .
other words, optimizing over modulation parameters no éon when B = 10 MHz and L = 2 Mb with all other parameters
» OP 9 P gkept the same, the power consumption of the Viterbi decoder

Saves energy _at large distances, since in th|s. case tranemlsiF around10 mW. Thus, the uncoded system may become
energy is dominant and therefore using the minimum alloeab

) o . more energy-efficient than the coded one at short distances.
constellation size is always optimal. We also see that tdedo ol
. As shown in Fig. 6, the reference uncoded system becomes
system outperforms the uncoded system over all the Ollssian(r:neore energy-efficient than the reference coded system when
when ECC processing energy is not included). A - ; . .
( P 9 9y ) d < 1.5 m. For optimized systems, since higher constellation

% sizes reduce the transmission time, the energy consumption
/ in the Viterbi decoder is compensated by the reduced energy
so|- | —— Optimized coded system /4 ; : ; ;
" Reference coded system / consumption in the analog circuits. Therefore, the effefct o
oL | == Optimized uncoded system 7] the decoding process is not obvious. In other words, adaptiv
- - Reference uncoded system ’ . ) ..
// modulation is able to keep the superiority of coded systems
eor J | down to a very short distance, as shown in the figure where
so- / ] the crossover happens @t m.

IS
S

0.025 T

Energy per Information Bit in puJ
@
8

N
o
o
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N}
T

=3
o
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o
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. .
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Transmission distance in Meters

o

o

2
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Fig. 5. Total Energy Consumption per Information Bit v.s. Biste, MQAM

Energy per Information Bit in pJ

—— Optimized coded system
+ Reference coded system
+=+ Optimized uncoded system
= = Reference uncoded system

The optimized parameters are listed in Table Il, where o5y
bopt IS the optimal constellation sizey is the total energy
consumption per information bite,..¢ is the corresponding . S
energy consumption for the reference systems, and each itemr ~ ° %t e 2 e ancenMetas 0 °
x/y inside the table has as the optimized value for the coded
SyStefm and as the optimized value for the uncoded SyStenlgig. 6. Total Energy Consumption per Information Bit v.s.
In this example the peak-power constraitil,{; < Pazt) MQAM (ECC processing energy included)
is violated whend > 50 m for both the coded system and
the uncoded system. In order to achieve the gitmat these  For trellis-coded MQAM, the coding gain is more sensitive
distances we would have to increase the power budget or tiseéhe constraint length of the convolutional encoder than t
other coding strategies. the code rates. Codes with lower rates may not necessarily

If we include the ECC processing energy in the total energenerate higher coding gain. Since there is no bandwidth
consumption, at very short transmission distances whexe #ixpansion, any codes with higher coding gain are able to
transmission energy is low, the savings on transmissiorggnereduce the total energy consumption unless the constraint
enabled by the ECC may be less than the ECC processiaggth is so large that the energy consumption in the degodin
energy, which is mainly contributed by the Viterbi decodelogic can no longer be neglected. The tradeoff between gnerg

Biste,
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consumption and code rates is complicated and definitely

. . . . . . —— Optimized coded t
worth further investigation. However, this extension iydred sl | Reference coded system
i == Optimized uncoded system L’
the scope of this paper' - - Reference uncoded system L

3
=)
T

B. Coded MFXK

For the coded MFSK system, we assume a fate= 2/3
convolutional code with32 states, which achieves a coding
gain G. = 2.6 (4.2 dB) [13]. Since the available frequency
band is fixed, the error-control bits are accommodated by
bandwidth expansion in the time domain. Thus, the required
transmission energy per information bit for coded systems
is reduced byG,. at a price of increased transmission time
Tone = Ton/ve. The total energy consumption per information

Energy per Information Bit in pJ
[ g 3]

w
S
T

N
=]
T

10 I I I I I
10 20 30 40 50 60 70

bit for the coded system is therefore given by ’ Transmission distance in Meters
) 2b—2 1
Eoe = (1 + a)4NfU In P, Gdﬁ Fig. 7. Total Energy Consumption per Information Bit v.s. Brste, MFSK
C
+(PcTonc + 2PsynTt7‘)/L (24) 300
To give a numerical example, we first assume that the —, Optimized coded MOAM

o Optimized uncoded MQAM
== Optimized coded MFSK
- - Optimized uncoded MFSK

N

a

=}
T

power consumption of the different circuit blocks for MFSK

is roughly the same as the corresponding blocks for MQAM.
Similar to the uncoded case, the drain efficiency is changed t
n = .75, which corresponds to a class-B or a higher-class (C,D
or E) power amplifier. The bandwidtB and the packet sizé

are kept ad0 KHz and2 kb, respectively. Due to the coding,
the delay constraint is increased t®7/~. = 1.61 s for the
coded system. For the purpose of comparison, one uncoded
BFSK system and one coded BFSK system (with the same
convolutional code) are set up as reference systems.

The total energy consumption per information bit over
different transmission distancesis plotted in Fig. 7. This S S
figure shows that optimizing over modulation parameterssav Transmission distance in Meters
energy for both the coded and uncoded systems, and this
energy saving increases witlh. In addition, the uncoded Fig. 8. Total Energy Consumption Comparison Between MQAM arfeSK
system outperforms the coded system whiénsmall (< 48 m
for the optimized cases). This is due to the fact that the ECC-
enabled savings on transmission energy can no longer kealagelve this problem for the simple point-to-point case, sinc
the extra circuit energy consumption caused by the increa@dy one variable is involved and all the constraints are-wel
in transmission time. The optimized parameters are listed hounded which makes the search algorithm relatively simple
Table 1ll. By comparing the energy consumption values inHowever, we also investigated efficient algorithms to solve
Table Il and Table Il, we see that although MFSK requireiis type of integer programming problem. These algorithms
less transmission energy=(P,T,,) than MQAM at the same can be used for example to extend the energy minimization
distance, the total energy cost per information bit is highgesults to multiple users [23]. Specifically, we found tHaté
for MFSK when d is small due to its high circuit energyuse a looser bound on the total energy consumption per bit
consumption T, is larger for MFSK), as shown in Fig. 8.for MQAM, we are able to use an efficient convex relaxation
Whend increases such that the transmission energy beconiegthod to solve this problem. For MFSK, even without using
dominant, MFSK becomes more energy-efficient than MQAMNY looser bounds, the problem can be solved with efficient
(at the price of using more transmission time) . However, Bpnvex relaxation methods.
comparing the energy consumption values for the coded and

= N
@ o
=] S

T T

Energy per Information Bit in pJ
g
T

o
=}
T

uncoded cases, we see that coding can increase the distance TABLE 11l
where MFSK beats MQAM in terms of energy efficiency. OPTIMIZED PARAMETERS FORCODED/UNCODED MFSK
d (m) 0.5 1 5 30 70
V. OPTIMIZATION ALGORITHMS B (KH2) 10/10 10/10 10/10 10/10 10/10
Ton (5) 0.3/0.2 0.3/0.2 0.3/0.2 0.3/0.2 0.3/0.27
1 1 1 y 1 H by, 2/2 2/2 2/2 2/2 2/3
Since the design variables defined over integer values, the 2P w O(l,02/0_008 0_/02/0_09 6(5/25_6 3_/563/1_4&4 6_/764/1,4(35

corresponding optimization problem is a non-convex integefert (W 535/8es  gnsER s sRsERs STYISS hn

programming problem. Exhaustive search (which is used fog > | 5177002 S1TA0T U0 SMC ias”
the numerical examples in this paper) is a feasible way 0
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For uncoded MQAM, if we apply the bourid M < the original problem by evaluating, at the two neighboring

# for b > 2, we can simplify the representatmn fﬁr as integer points oft* and choosing the one with smalléf,.
Note that for general integer programming problems defined

o 20— 1 L over multiple integer variables, the optimal solution may Ine
Ba=z(l1+a) b L+ n T (25) one of the neighboring integer points surrounding the ogitim
with the coefficientse, y and z defined as solution for the relaxed convex problem.
4 , 9 For the coded MQAM, since, differs from that of the
z = gNgo Gqln R uncoded MQAM only by a constart,, the above algorithm
P b can be directly applied to find the optimal solution. For both
y = EC’ (26) the uncoded and coded MFSK, we can show that a sufficient
2 = 2P, T, condition for the total energy consumPtion per bit to be exnv

over a relaxed is given by P, < e T=z¢ = (.25, which can
respectwely The relative looseness caused by the bounsl easily satisfied by practical systems. Therefore, theeabo
M < In 2 is less tham21% when b is within the convex relaxation algorithm can also be applied directly to
range[2 20] (which is a reasonable range for practical MQAMVFSK systems.
systems). If we relak to be defined over real numbers, it can

be proved thaTEa is a convex function oveb for b > 2 by VI. MULTIPLE ACCESSSCENARIOS
showing that2 ab; > 0. The optimization problem in Eqg. (14) o ) i
can then be rewritten as Transmitting at higher rates as a result of adaptive modula-

tion would create more interference to other users. Thezefo
. the results derived in this paper, which is based on pure
subject 10 b — bynin 20 . @7) MQAM and MFSK modulation schemes, cannot be directly
bmaz —b =0 extended to non-orthogonal multiple-access schemes. dse p
Since all the constraints are simple linear constraints, thibility for combining the adaptive modulation with otheum
optimization problem is a convex problem, which can bgple access coding schemes is currently under investigati
efficiently solved using the interior point method [24]. 8iffe However, the adaptive modulation scheme proposed in this
ically, for a convex problem in the following format paper can be directly extended to orthogonal multiple acces
schemes such as TDMA. We propose such a variable-length
(28) energy-minimizing TDMA scheme in [23].

minimize E,

minimize  fo(b)
subjectto f;(b) >0 i=1,...,m "’

we can first convert this constrained problem into an uncon-
strained one by utilizing the log-barrier functions [24]hel
unconstrained problem is constructed as We have shown that for transmitting a given number of
S m bits in a point-to-point communication link, the traditan
minimize #fo(b) = i In(fi(b)) (29) belief that a longer transmission duration lowers energy co
wheret > 0 is a weighting factor. It has been shown [24] thasumption may be misleading if the circuit energy consunmptio
for Ve > 0, ast > m/e, the optimal solution for Eq. (29) is is included, especially for short-range applications. Both
only e away from the actual optimal solution for Eqg. (28). ThdlQAM and MFSK, we show that the transmission energy
actual algorithm is given as follows: is completely dependent on the product Bfand T,,,. To
minimize the transmission energy, maximum transmission
Given a strictly feasiblebg, ¢ := to > 0, step sizex > 1, time is required. To minimize the total energy consumption,

VIl. CONCLUSIONS

tolerancee > 0, we run the transmission time needs to be optimized, where we show
the Algorithm up to80% energy savings is achievable via this optimization.
1) Computed* by minimizing tfo(b) — >0, In(f: (b)), For trellis-coded narrow-band MQAM systems, we have
starting fromby. shown that coding always increases energy efficiency, amd th
2) Update:bg = b*. improvement increases with the transmission distahicEor
3) Quitif m/t <. MFSK systems, coding can only reduce energy consumption
4) Otherwise set = ut and go back to step 1). when the transmission distance is large such that the trans-

mission energy is dominant. For short-range applicatians,
For the algorithm to work, we first need to find a feasibleoded MFSK outperforms coded MFSK due to the bandwidth
point. Settingby = b..q. iS @ natural choice. To make itexpansion caused by ECC.
strictly feasible [24], we can sét = b, — v, Wherev is a We found that uncoded MQAM is not only more bandwidth-
small positive offset to drivé, away from the boundary. The efficient, but also more energy-efficient than uncoded MFSK
unconstrained minimization problem in step 1) can be solvéar short-range applications. The performance differeisce
using standard numerical methods such as the Gaussieven more pronounced with coding. However, coded MFSK
Newton method [24]. may be desirable in peak-power-limited applications since
After we find the optimal solutionb* for this relaxed it requires less transmit power, although its total energy
optimization problem, we can find the optimal solution foconsumption may be higher.
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discussions on the hardware models. P~ nCp(2B + feor)Vig- (31)
As a result, the total power consumption of the DAC is given
APPENDIX by

In the appendix, we discuss how to estimate the powe N

consumption of various circuit blocks. Poac ~ 5(}135 +Pa)
~ ﬁ(ivddlo(Z’“ — 1)+ 110y (2B + feor)Vi),

A. Power Consumption of DACs (32)

We assume that a binary-weighted current-steering DAC i

used [19]. The simplified diagram of the DAC is shown ir\]/vsnereﬁ is a correcting factor to incorporate some second-
Fig. 9 ' order effects § = 1 is used in our model).

{ Vaa B. Power Consumption of ADCs

b= bo We use the estimation model proposed in [20] for evaluating
the power consumption of Nyquist-rate ADCs. As a result, the
value of P4pc can be calculated as follows

3VdeLmzn(QB + fco’r‘)
m ] o Papc ~ — "o 1525m, 14888 (33)
where L,,;, is the minimum channel length for the given
CMOS technology.

Fig. 9. Current-steering DAC C. Power Consumption of Viterbi Decoders

Th i ists of t s stafi While the power consumption of a convolutional encoder
€ power cotr}srl;)mp |odn(;:on3|s.s or two componetr] S: SIC g mq) enough to be neglected, the power consumption of

power consumptior?’s and dynamic power consumptiafy;. a Viterbi decoder may be non-negligible in comparison with

From Fig. 9 we see that the static power consumption dther receiver blocks. The model introduced in [21] isused t

mainly contributed by the array of current sources and Cltimate the power consumption of Viterbi decoders.
be calculated as

ni—1 .
P, = Vaalo B Z 2i;] = lvddlo(in — (30) D. Power Consumption of Other Blocks
S . (] 2 ) . . . .

i—0 We assume that the receiver gain adjustment is performed
whereb;’s are independent binary random variables and eagfl€ly in the IFA. As a result, the power consumption values o
has a probability ofl/2 to take 1 or 0, Vy, is the power the mixers, the_frequency synthesizers, the filters, antife
supply andl,, is the unit current source corresponding to th€&" be approximated as constants and are quoted from several
Least Significant Bit (LSB). The minimum possible value foPublications as we discussed earlier. For the IFA, its power
I, is limited by the noise floor and device mismatch. Thus, fGensumption value is dependent on the receiver gain which
any given hardware technology we cannot decrdgseithout varies along with the channel conditions. However, sﬁpﬁA
bound to reduce the power consumption. The possible vafge/Sually much smaller thaf,,, or Py, we approximate
for I, is also upper-bounded by the linearity requiremenf7F4 @s & constant which is equaldanW [22] in our model.
However, since power consumption is the main concern in
our design,l, will be set close to the lower bound. E. Parameter Setup

The dynamic power consumption occurs during the switch- For the related parameters in our numerical examples, we
ing process between symbolsg., when the switch is being take the following valuesV,y = 3 V, Lyin = 0.5 um, nq =
connected if the corresponding bit changes fromo 1 or ,, — 10, f.,. = 1 MHz, I, = 10 xA, and C, =1 pF.
when the switch is being disconnected if the corresponding
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