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Abstract—Cellular systems are rapidly evolving from a homogeneous macrocell deployment to a heterogeneous deployment of

macrocells overlaid with many small cells. The striking features of small cells include small coverage area, ad-hoc deployment, and

flexible backhaul connectivity. These features call for a profound rethinking of traditional cellular concepts including mobility

management and interference management among others. Owing to the unique features, coordinated small cells or commonly referred

to as network of small cells promises several benefits including efficient mobility management in a rapid and scalable fashion. The

problem of handover in a high-density small cell deployment is studied in this work. A novel local anchor-based architecture for a static

cluster of small cells is proposed using which new handover schemes are presented. Such clusters are prevalent in the evolving cellular

systems involving high-density small cell deployments in urban, residential, and enterprise environments. A mathematical framework is

developed using discrete-time-Markov-models to evaluate the proposed schemes. Using this, closed-form expressions for key

handover metrics including handover cost and interruption time are derived. Extensive numerical and simulation studies indicate

significant savings of over 50 percent in the handover costs and, more importantly, up to 80 percent in the handover interruption time

compared to the existing 3GPP scheme for coordinated small cells.

Index Terms—Small cells, local anchor, handover, performance evaluation
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1 INTRODUCTION

WE are witnessing a gigantic need for ubiquitous and
mobile wireless data and services. A 33-fold mobile

traffic increase (total of about 127 Exabytes) by 2020 com-
pared to 2010 is predicted in [1]. In addition, studies reveal
that over 50 percent of voice traffic and over 70 percent of
data traffic originate from within indoor environments [2].
Such growing demands have resulted in tremendous
advances in mobile networks both in the radio access and
the network management technologies. In particular, cellu-
lar networks are undergoing a major transformation with
the existing macrocell coverage area overlaid with a number
of low-powered small cell base stations. Such a heteroge-
neous network (HetNet) of cells, each with its unique trans-
mission power, carrier frequency and backhaul technology,
is termed as a heterogeneous network. HetNets offer several
key benefits including over three orders of magnitude
increase in overall capacity and cost-effective coverage
extension. However, the growing prominence of this multi-
layered HetNet architecture leads to several challenges and
calls for a profound rethinking of several existing
approaches for mobility management, interference manage-
ment and self-organization among others [3].

Mobility management is a major challenge faced in the
large-scale adoption of the HetNet architecture. For this rea-
son, a 3GPP work item for HetNet mobility improvements
in LTE has been laid out in [4]. The 3GPP technical report
in [5] provides a summary of the mobility performance

study and the proposed mobility enhancements under Het-
Nets. Under this, it is shown that the handover performance
for users deteriorates with increase in small cell density.
This is mainly owing to the numerous cell edges resulting
from the HetNet architecture. However, a dense deploy-
ment of small cells (SCs), especially in indoor environments,
is deemed essential to achieve superior capacity and ubiqui-
tous coverage.

In the case of large-scale small cell deployments such as
in airports, large office buildings or auditoriums, coordina-
tion among small cells is beneficial in achieving optimal per-
formance. In fact, recent standardization and industry
efforts target enterprise small cells for the above scenar-
ios [6] where coordination plays a key role. It enables to
achieve improved mobility management, interference man-
agement as well as self-organizing (SON) functions by
utilizing the underlying network infrastructure [7]. Specifi-
cally for mobility management, coordination plays a signifi-
cant role in the following ways. First, it can facilitate
scalable small cell deployments by potentially minimizing
the core network (CN) load during handovers. Second,
since the small cells incorporate different backhaul technol-
ogies to connect to the operator’s network, it can help over-
come potential backhaul issues of long latency and
handover related signaling load during handovers. How-
ever, the use of coordinated small cells also place some con-
straints such as requiring a network infrastructure with
high-speed links between small cells.

Handover management in HetNets has been well stud-
ied in recent years with a number of solutions aimed to
enhance mobility performance. In the case of small cells,
since the number of cell crossings are frequent, it is neces-
sary to minimize the impact of the handover on the network
and user. This includes the cost incurred during a handover
in the form of signaling and data forwarding costs as well
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as handover interruption time for the user. Analogous to the
earlier studies of fast handovers in [8], a fast handover
scheme is proposed in [9] where the higher layer data is buff-
ered to all the small cells in the proximity of the current cell.
Although these approaches reduce the handover interrup-
tion time, the signaling load at the core network is still large
which can negatively impact the large scale deployment of
small cells. In [10], it is proposed tomove themobility anchor
point from the mobility management entity (MME) to the
femtocell gateway. Such an approach does not minimize
the interruption time or the handover-related costs since the
femtocell gateway is also located at the core network.

In [11], a distributed implementation of the MME, which
is the anchor for handover signaling is proposed. Neverthe-
less, this type of architecture can raise major issues of secu-
rity, failure handling and synchronization. For instance,
upon an incoming connection request for a mobile user
(MU), the MME must be aware of the user contexts includ-
ing location information, associated base station, etc. If the
MME is implemented in a distributed fashion, synchroniza-
tion is required across other distributed entities to update
the user information. A lack of synchronization or delay can
result in connection failure or failed detection.

In [12], the handover signaling costs are compared for
“direct X2” based and “X2-Gateway” based approaches
where the direct X2 interface based handover scheme shows
significant reduction in core network load and signaling
cost. However, these schemes involve “path switching” pro-
cedure with the core network causing additional signaling
load on the core network if the small cells have internet
backhaul. The path switching procedure is a key factor in
determining the downlink handover interruption time and
delay jitter especially when the number of in-transit packets
forwarded from source base station’s buffer is not large [13].

Local mobility anchoring is a promising way to achieve
overall mobility performance improvement. Local anchor
(LA)-based mobility management schemes were studied
in [14] for optimizing paging and registration updates. Simi-
lary, cellular IP was proposed in [15] where some of the
mobility management functions were moved to the base sta-
tions. In [16], new architectures were proposed to move the
mobility anchor point closer to the base stations. However,
the proposed approach requires redefining the security key
mechanisms and signaling flow among other major changes.
In order to overcome the delay due to path switching, a local
anchor based handover was proposed in [17] using X2 data
forwarding analogous to the pointer forwarding technique
originally proposed in [18]. In addition to increasing the link
utilization on the neighbour cells, it is not clear how the inter-
mediate small cells will participate in establishing andmain-
taining the X2 forwarding chain to enable data forwarding
for the user aftermultiple handovers.

In this work, we consider a static cluster of small cells,
such as in high-density small cell deployment scenarios
including enterprise and residential buildings. Under this
setup, we propose to utilize a local anchor small cell that
anchors the handover for users within the small cell cluster.
The local anchor small cell, in a way, operates as a Home
eNodeB gateway in LTE-A systems by terminating the sig-
naling and data plane between small cells and the core net-
work. Utilizing such an architecture allows the local anchor

to handle user mobility locally. However, our approach also
allows the execution of a full core network handover
whenever necessary. Therefore, the local anchor based
architecture is a tradeoff between the existing centralized
MME architecture and the totally radical distributed imple-
mentation of the MME.

Being the extended work of our previous study in [19],
the contributions of the paper are summarized as follows:

� Wepropose novel handovermechanisms using a local
anchor-based architecture for coordinated small cells.

� We develop analytical models for a cluster of small
cells to study the handover performance.

� We provide closed-form expressions for handover
performance parameters under the proposed hand-
over schemes.

� We present numerical and simulation results
highlighting the performance gains of the proposed
handover schemes.

The rest of this paper is organized as follows. The local
anchor-based architecture and the proposed handover
mechanisms are presented in Section 2. In Section 3, the ana-
lytical model developed to study the mobility behavior of
users is described. In Section 4, the closed-form expressions
for several handover performance metrics are derived.
Numerical and simulation results are presented in Section 5.
Finally, the main conclusions are summarized in Section 6.

2 LOCAL ANCHOR-BASED HANDOVER

MANAGEMENT

2.1 Motivation

The handover procedure for 3GPP LTE-A systems utilizing
the direct interface (X2 interface) between small cells is
illustrated in Fig. 1 [20]. The handover procedure is divided
into three phases: (i) handover preparation, (ii) handover

Fig. 1. 3GPP LTE-A inter-small cell handover using direct X2 interface.
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execution, and (iii) handover completion. During the hand-
over preparation phase, the mobile user sends a measurement
report of its neighboring SCs to the serving SC. The serving
SC determines the target SC based on the measurement
report and issues a handover request. The target SC, in turn,
executes the admission control algorithm to determine if the
user can be admitted with the requested resources. If the
user is admitted, the target SC sends a handover response
message to the serving SC. In addition, an uplink data path
is established between the target SC and the core network
(Serving gateway or S-GW).

During the handover execution phase, the serving SC
issues a handover command message to the MU to initiate
handover execution. The MU now starts attaching to the tar-
get SC which includes the establishment of a radio connec-
tion. During the same time, the serving SC will forward all
the “in-transit” data in its buffer to the target SC. The com-
pletion of the radio connection setup is indicated by a hand-
over confirm message from the MU to the target SC.

In the handover completion phase, to complete the down-
link data path setup from the core network to the target SC,
the target SC sends a path switch request message to the
core network (MME) after receiving the handover confirm
message. During this time, the buffered data from serving
SC is continued to be forwarded to the target SC. Once the
S-GW has completed the downlink path setup with target
SC, a path switch request acknowledgement is sent to the
target SC from the MME. In addition, an end marker is sent
to the serving SC which is forwarded to the target SC. At
this point, the downlink data from the core network for the
MU is directly received by the target SC. This also marks
the completion of the handover procedure and the serving
SC releases all the resources for the MU.

The key observation from the above handover proce-
dure is that the core network (MME) anchors the user
mobility. Therefore, intuitively, the backhaul for the small
cells must have the key characteristics of low-latency and
high reliability for achieving good handover performance.
This is given by the handover interruption time computa-
tion [13]. The total downlink interruption due to hand-
over t is determined as

t ¼ maxðTr; Tp � TfÞ; (1)

where Tr is the time required for the MU to establish radio
connection with the target SC where Tr � 18:5ms [13]. Tp is
the time required by the target SC to perform path switch
and depends on the backhaul latency. Tf is the time taken to
forward the “in-transit” packets from the serving SC to the
target SC. Therefore, to obtain low handover interruption
time, the backhaul latency for the small cell must not exceed
few tens of milliseconds. However, the nature of the small
cell deployments makes it difficult to achieve this stringent
backhaul latency requirements. Therefore, we utilize local
mobility anchoring to satisfy the joint objectives of minimiz-
ing total handover costs, handover interruption time and
core network load.

2.2 Local Anchor-Based Architecture

To achieve the above core objectives, we propose a local
anchor-based (LA-based) architecture for handover in coor-
dinated small cells. This is shown in Fig. 2. A large array of
small cells in a hotspot area is divided into several clusters
where each cluster contains a subset of small cells. The clus-
ter is formed based on a group of neighboring small cells
which can form a local network. In the local network, we
consider that there is one small cell that maintains a link
with each of the small cells in the cluster. This small cell will
be referred to as the local anchor for the cluster. Coordina-
tion within the cluster is enabled using the local network.

The local anchor is networked to the IP gateway of the
local network which interfaces with the core network
through a firewall and public internet which is one of the
commonly adopted backhaul solutions for small cells. The
major benefit of the LA-based architecture is that inter-small
cell handover mechanisms can be proposed which utilize
the LA as the mobility anchor therefore minimizing the
handover interruption as well as the handover-related costs.

2.2.1 Functions of the Local Anchor

The key functions of the local anchor are described as
follows:

a) Concentrator of traffic between SCs and CN: The LA per-
forms proxy or anchor function for the data and sig-
naling traffic flows between SCs in its cluster and the
CN. This includes proxy function for the S1-AP tun-
nel, which is a per-user signaling connection
between an SC and CN, as well as proxy for the
GPRS tunnelling protocol (GTP), which is a per-user
data connection between an SC and CN. Such a
proxy function is performed by Donor eNodeBs in
LTE-A systems to support relays [21].

To achieve this proxy function, the LA utilizes a
local anchor registration table (LART) as shown in
Fig. 3. The LART maintains a mapping of the data
and signaling plane end point addresses for SC ,

Fig. 2. Local anchor based handover architecture.

Fig. 3. Local anchor registration table.
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LA and LA , CN links corresponding to each MU
session indicated by EPS Bearer ID. The proxy func-
tion is supported by maintaining S1 security over
two hops between CN , LA and LA , SC links.
Further, to support handover to cells outside the
cluster including macrocells, the LA also supports
proxy X2 functions. However, we focus our study on
intra-cluster handovers in this work.

b) Setup initial user attach to the network: The S1 messages
carrying the initial attach request goes through the
proxy functionality of the LA such that the LA is
explicity aware of the user attaching via the SC. Simi-
larly, for the user bearer setup procedures, the S1
messages carrying the bearer setup request arrive at
the LA directly from the serving SC. These messages
are relayed between the serving SC and the core net-
work. Thus, two GTP tunnels will be established cor-
responding to the S1-U bearer with the same QoS
identifiers between the two hops, first, between the
SC and the LA and then between the LA and the CN.

The overheads due to initial user attach on the
local anchor will be upper-bounded by the number
of SCs within the cluster. However, these overheads
do not necessarily contribute to the handover related
signaling and interruption delay. Therefore, this is
not discussed elaborately in this work.

c) Local mobility anchor for handover between SCs: The LA
acts as a local mobility anchor for the users perform-
ing handover between SCs within its cluster. The LA
provides means to avoid the initiation of path switch
procedure whenever possible without affecting the
established procedures.

Using the local anchor based-architecture, the
proposed handover mechanisms are described in the
next sections.

2.3 Local Path Switching-Based Handover
Mechanism

In the existing X2-based handover process, the destination
SC sends a path switch request message to the core net-
work to initiate the switching of the downlink path for the
MU towards the target SC. Besides the switching of the
downlink path, the path switch request message also ini-
tiates the generation of new vertical keys for the target SC
() MU interface. The newly generated key also enables
forward key separation, i.e., once the target SC receives
the new key (through vertical key derivation) in path
switch request ack from the MME, the previous SC cannot
decipher the data from the target SC. A detailed explana-
tion of the key management is provided in [22]. In essence,
if the path switching is not performed, then the target SC
will continue to use the key derived by the previous SC
(horizontal key derivation).

However, we argue that this raises several issues. Due
to the large backhaul latency and frequent handovers in
small cells, the path switch request ack from the MME is
not always received in time at the new small cell. On the
one hand, it can be argued that the two-hop forward key
separation is difficult to achieve anyway for small cells
that experience poor backhaul conditions since the user
can undergo several handovers before the new small cell
receives the necessary information to generate a new ver-
tical key. On the other hand, the long delays associated
with the completion of handover may also increase the
likelihood of the MU leaving the target small cell to
another cell before the handover is completed. This could
lead to higher handover failure rates in small cells com-
pared to the macrocells.

In this work, we propose a local path switching-based (LP-
based) handover mechanism for SCs belonging to the same
cluster for up to n number of handovers for a given MU as
shown in Fig. 5. Due to our proposed local-anchor based
architecture, the network still perceives that the user is still
attached to the local anchor. Therefore, the handover pro-
cess can be completed without experiencing handover fail-
ures or delay jitters.

To achieve this, the LA maintains a local counter per MU
CountMU for the session duration. Path switching is per-
formed with the CN only when CountMU ¼ nn where n is a
positive integer, i.e., in the handover completion phase, the
path switch message from the target SC is not forwarded to
the CN by the LA. Instead, a new S1 path is created between
the target SC and the LA. To support this, the MU session in
the LART is updated with the new small cell endpoint
address as shown in Fig. 4 until the next handover takes
place. As a result of this approach, all future downlink data
and signaling for the MU is forwarded from the LA to the
target SC. For subsequent handovers, the new target SC
information will be updated in the LART. Once the target
SC receives the “end marker” from the serving SC over the

Fig. 5. LP-based handover mechanism for coordinated small cells.

Fig. 4. Local anchor registration table update after handover.
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X2 interface, the new DL path between LA and target SC
will be utilized for future communication.

For the case of a handover when CountMU ¼ nn, the
actual path switch from the new target SC is forwarded to
the core network and the default handover procedure is
performed and the backward key separation restored. The
counter design, i.e., the choice of n is based on how often
the full path switching is required by the system. We also
show through our results how relaxing this constraint can
improve the handover performance. As highlighted
before, the constraint of two-hop key separation is difficult
to achieve for small cell systems with high-latency back-
haul and more often leads to handover failures or delay jit-
ters. The benefit of our proposed scheme is that we
propose an alternative handover architecture in order to
deal with the practical aspects of small cells systems until
a major revamp for creating a more distributed MME
architecture is adopted.

The proposed LP-based handover mechanism offers the
major benefit of minimizing the handover interruption time
t by minimizing the path switching delay Tp during hand-
over. In addition, it offers key benefits of minimizing the
handover-related signaling costs. These benefits will be
shown quantitatively through numerical and simulation
results in later sections.

2.4 Route Optimization-Enhanced (RO-Enhanced)
Handover

Although the LP-based handover mechanism can poten-
tially offer key handover performance benefits, the hand-
over cost can be further minimized for the LA-based
architecture. During an inter-small cell handover, the “in
transit” downlink data forwarded from the serving SC’s
buffer to the target SC follows the path LA ) Serving SC )
Target SC. This, albeit only for the handover duration, is
analogous to the triangular routing occuring in mobile IP
networks and results in increased handover cost (specifi-
cally, data forwarding cost). This is indicated in Fig. 6.

In this approach, the triangular routing can be over-
come by sending the path switch request message from
the target SC before the MU performs radio connection
setup at the target SC. Using this modified approach, the
LA will be able to establish a new S1 path for the target
SC and switch the local data path to the target SC. This
means that the downlink data will be directly forwarded
to the target SC instead of being forwarded through the
X2 link setup between serving SC and target SC. To avoid
loss of in-transit data packets, the sequence number (SN)
of the downlink data packet (delivered over X2 control
path over the SN status transfer message) is indicated in
the path switch request message. However, it must be

noted that the uplink data of the user will continue to be
forwarded from serving SC’s buffer to the target SC until
the buffer is empty. We term this approach as route opti-
mization-enhanced handover mechanism. Similar to the
case of LP-based handover, the RO-enhanced mechanism
involves sending the path switch request message to the
core network whenever CountMU ¼ nn. The RO-enhanced
handover scheme is illustrated in Fig. 7.

2.5 Data Forwarding-Enhanced Handover
(DF-Enhanced)

We further investigate a special handover scenario when
the MU handovers from a LA to a neighboring SC in the
cluster. In this case, it is possible to entirely eliminate the
path switching operation. The X2 link created between
LA and target SC during the handover preparation phase
will be utilized is generally released after the handover
procedure. However, in this data forwarding-enhanced
approach, the X2 link will be continued to be used to for-
ward data packets from the LA to the target SC in a simi-
lar way as proposed in [17]. Without the path switch
procedure, the serving SC does not receive an end marker
for data transfer and hence the X2 link is continued to be
used for data forwarding. Nevertheless, when the MU
moves out of the target SC to a new SC, the RO-enhanced
handover mechanism will be applied to obtain maximum
savings in terms of handover costs. The DF-enhanced
handover mechanism is illustrated in Fig. 8.

2.6 Impacts of Our Proposed Handover Schemes

Even though the concept of locally anchoring mobility has
been proposed in the literature, there is not sufficient
work that provides a scalable and practical architecture
for supporting handover in high-density small cells. In
our proposed schemes, the network still perceives that
the mobile user is attached to the local anchor even if it is
attached to any small cell in the cluster. This way, there is

Fig. 6. Triangular routing of in-transit data during handover.

Fig. 7. RO-enhanced handover mechanism for coordinated small cells.
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a single point of control (MME) removing the need for
synchronization.

In terms of security key management, the only impact we
foresee is that small cell keys will not be refreshed after
handover resulting in horizontal key derivation instead of
vertical key derivation. At the same time, our argument is
that the forward key separation is difficult to achieve any-
way for small cells that experience poor backhaul condi-
tions since the users can undergo several handovers before
the new small cell receives the necessary information to gen-
erate a new virtual key after the user handovers.

In another example, the local anchor maybe equipped
with the capability to create its own master key. In such a
case, the key separation requirement will never be violated.
As soon as the handover of a user is completed from one
small cell to another within the cluster, the local anchor will
be able to generate a new vertical key KeNB for the new air
link between the target small cell and the user.

3 ANALYTICAL MODEL

To evaluate the performance of the proposed handovermech-
anisms, we need to study the evolution of the user’s traffic
and mobility behavior in the coordinated small cell network.
To achieve this, we utilize a discrete-time Markov model to
capture the user behavior in a cluster of small cells containing
a local anchor small cell. For the developed analytical model,
the stationary probabilities for a MU in each small cell are
derived. This result will be later utilized to obtain closed-form
expressions for handover performance parameters.

3.1 Model Description

We consider a two-dimensional grid topology to model a
cluster of small cells as proposed in [23], [24]. This model
has also been utilized in [17] mentioned in the prior art.
This is shown in Fig. 9. Each block in the grid corresponds
to a small cell. The local anchor is located centrally in the

grid and the other smalls cells within the cluster are
deployed surrounding the local anchor in tiers. The topol-
ogy consists of up to K tiers of small cells around the LA. It
is constructed such that each SC has four neighboring SCs
except for the SCs in the Kth tier. The number of SCs in tier
i equals 4i. State variables are used to indicate the presence
of a user with an active session within the area of a small

cell in the model. The state S1
0 indicates that the MU is asso-

ciated with the LA. In general, the state variable Sj
i indicates

that the MU is associated with the SC in tier i and cell j
within the tier i. An additional state variable Sidle is used to
indicate that the user currently has no active session inde-
pendent of which cell the user is associated with.

We consider that the MU changes state only at the end of
a discrete time slot Dt. The user session is represented using
the session arrival and session duration parameters. In this
work, we consider that the session arrival follows Poisson
distribution with rate �. Therefore, the session arrival prob-
ability is given by P� ¼ �Dt. The session duration follows
exponential distribution with a mean of 1=m. Therefore, the
corresponding probability Pm ¼ mDt indicates the probabil-
ity of a session terminating. For the user mobility, a random
mobility model is considered where the users can move
from an SC to any of its neighbors with equal probability.
The cell residence time is modeled using exponential distri-
bution with a mean of 1=r and the corresponding probabil-
ity of a user leaving the current cell given by Pr ¼ rDt. Due
to the memoryless properties considered, the evolution of
user’s traffic and mobility behavior can be modeled using a
discrete-time Markov model.

Algorithm 1. Algorithm to perform state aggregation for
the Markov model.

1 form ¼ 1 ! K do
2 for b ¼ 1 ! dðmþ 1Þ=2e do
3 for a ¼ 0 ! 3 do
4 Sb

m ¼ Sb
m [ Samþb

m [ Sðaþ1Þmþð2�bÞ
m

5 end
6 end
7 end

In the Markovmodel, each cell would be represented by a
state variable. However, this will result in state space explo-
sion as the number of SCs in the cluster increases. Therefore,
we apply state aggregation for the Markov model making
use of location symmetry arising from the considered
mobility model. The state aggregation algorithm is given in
Algorithm 1. After state aggregation, we have K tiers with M

Fig. 8. DF-enhanced handover mechanism for LA to SC handover.

Fig. 9. Two-dimensional grid topology for small cell cluster.
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states in each tier such that M ¼ dðK þ 1Þ=2e. The topology
after performing state aggregation is shown in Fig. 10.

The discrete-time Markov model for the aggregated
states is represented in Fig. 11. In the Markov model, the
MU remains in state Sidle with a probability of 1� P�. After

session arrival, the MU wakes up into any of the Sj
i states

based on the cell density in each state. The MU returns to

the Sidle state from any of the Sj
i states with a probability of

Pm. With a probability of ð1� PmÞð1� PrÞ, the MU remains
in the current cell while having an active session. Also,
Prð1� PmÞPsijs�i�j

indicates the transition probability that the

MU handovers from state Sj
i to state S

�j
�i
. Upon the comple-

tion of a session, the MU returns to the Sidle state. In the
model, N represents the total number of small cells in
the model. The probability Psijs�i�j

is obtained based on the

user mobility characteristics and the number of tiers in the
model. For example,

Ps31s21 ¼
1
4 if K > 3;
1 if K ¼ 3:

�
(2)

Using the transition probability matrix of the Markov
model, the normalization and balance equations are deter-
mined. Before providing the balance and normalization
equations, we define the following parameters:

fai;big ¼
f12 ; 14g if i < K � 1;
f1; 1g if i ¼ K � 1;
f0; 0g if i ¼ K:

8<
: (3)

pidle ¼ ð1� P�Þpidle þ Pm

XK
i¼0

Xdiþ1
2 e

j¼1

p
j
i ; (4)

p1
0 ¼

P�

N
pidle þ ð1� PmÞð1� PrÞp1

0 þ Prð1� PmÞb0p1
1; (5)

p1
1 ¼

4P�

N
pidle þ ð1� PmÞð1� PrÞp1

1

þ Prð1� PmÞ p1
0 þ b1p

1
2 þ a1p

2
2

� �
;

(6)

p1
i ¼

4P�

N
pidle þ ð1� PmÞð1� PrÞp1

i þ Prð1� PmÞ

� 1

4
p1
i�1 þ bip

1
iþ1 þ

1

2
aip

2
iþ1

� �
; 8 i > 1;

(7)

p2
2 ¼

4P�

N
pidle þ ð1� PmÞð1� PrÞp2

2

þ Prð1� PmÞ 1

2
p1
1 þ

1

2
a2p

2
3

� �
;

(8)

p2
3 ¼

8P�

N
pidle þ ð1� PmÞð1� PrÞp2

3

þ Prð1� PmÞ 1

2
p1
2 þ

1

2
p2
2 þ

1

2
a3p

2
4 þ a3p

3
4

� �
;

(9)

p2
i ¼

8P�

N
pidle þ ð1� PmÞð1� PrÞp2

i þ Prð1� PmÞ

� 1

2
p1
i�1 þ

1

4
p2
i�1 þ

1

2
aip

2
iþ1 þ

1

2
aip

3
iþ1

� �
; 8i > 3;

(10)

p
j
2j�2 ¼

4P�

N
pidle þ ð1� PmÞð1� PrÞpj

2j�2

þ Prð1� PmÞ
n 1

4
p
j�1
2j�3 þ

1

2
a2j�2p

j
2j�1

o
; 8j > 2;

(11)

p
j
2j�1 ¼

8P�

N
pidle þ Prð1� PmÞ þ ð1� PmÞð1� PrÞpj

2j�1

� 1

4
p
j�1
2j�2 þ

1

2
p
j
2j�2 þ

1

2
a2j�1p

j
2j þ a2j�1p

jþ1
2j

� �
; 8j > 2;

(12)

p
j
i ¼

8P�

N
pidle þ ð1� PmÞð1� PrÞpj

i þ Prð1� PmÞ

� 1

4
p
j�1
i�1 þ

1

4
p
j
i�1 þ

1

2
aip

j
iþ1 þ

1

2
aip

jþ1
iþ1

� �
; 8j > 2; i > 2j;

(13)

Fig. 10. Grid topology representing aggregated states.

Fig. 11. Discrete-time Markov model for the aggregated states.
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pidle þ
XK
i¼0

Xdiþ1
2 e

j¼1

p
j
i ¼ 1: (14)

The balance equations are given in equations (4)–(13). The
normalization equation is given in equation (14). Using equa-
tions (4)-(14) and using iterative method, we obtain the sta-
tionary probability distribution of the Markov model. Here,

p
j
i is of the form p

j
i ¼ xj

ipidle þ yjip
j
i þ Prð1� PmÞzji ; 8i; j. For

simplicity, in the future sections, we use the following nota-
tions to represent the stationary probabilities:

15pj
i ¼ Cj

i þVj
i 8i 6¼ 1; j 6¼ 1;

Cj
i þQj

i þVj
i 8i ¼ 1; j ¼ 1;

�
(15)

where Cj
i ¼ xj

ipidle þ yjip
j
i , Q

1
1 ¼ Prð1� PmÞp1

0, V
j
i ¼ Prð1�

PmÞzji and V1
1 ¼ Prð1� PmÞðzji � p1

0Þ. In other words, the
terms C, Q and V are parts of the stationary probability

term p
j
i each indicating a specific action that the user per-

forms. The term Cj
i indicates the probability that the user

moves to a cell classified under the same state Sj
i from the

previous time while a session is active or simply wakes up

into state Sj
i from an idle state Sidle upon the arrival of a ses-

sion. Vj
i indicates the probability that the user undergoes

handover from any state other than its current state Sj
i or

Sidle. For the special case when the user’s current state is S1
1 ,

the term Q1
1 indicates the probability with which the user

handovers from the local anchor to a cell in state S1
1 .

We utilize the stationary probability distribution p
j
i and

pidle to obtain several handover performance metrics.

4 HANDOVER PERFORMANCE METRICS

Our objective is to utilize the mathematical framework
developed above to obtain the closed-form expressions for
different handover performance metrics. The key parame-
ters we consider in this work include average handover cost
and average handover interruption time.

4.1 Average Handover Cost

The average handover cost CHO is a key performance metric
for handover schemes and we define this parameter as the
mean of the total handover-related costs required per hand-
over in the network. The cost functions are expressed in
terms of the link latency and processing time involved for a
handover.

16CHO ¼ 1

�

j �
n

kn
_C01V

1
0 þ _C11Q

1
1 þ

XK
i¼1

XdKþ1
2 e

j¼1

_CijV
j
i

o

þ 1

�

�
� �

j �
n

k�n
€C01V

1
0 þ €C11Q

1
1

þ
XK
i¼1

XdKþ1
2 e

j¼1

€CijV
j
i

o
;

(16)

where

� � : Mean number of handovers per MU per session.
� n : Number of handovers before full path switching.
� _Cij : Handover cost to an SC in state Sj

i when
CounterMU ¼ nn.

� €Cij : Handover cost to an SC in state Sj
i with local

path switching when CounterMU 6¼ nn.
Equation (16) is used to compute both the signaling cost

Cs
ij and the data forwarding cost CD

ij incurred during a

handover by using the appropriate cost functions for _Cij

and €Cij. For example, to obtain the average signaling cost,

the cost functions _Cij and €Cij in equation (16) are replaced

by the signaling cost functions _Cs
ij and €Cs

ij defined in Sec-

tion 4.4 for each of the proposed handover schemes. Simi-
larly, the average data forwarding cost is obtained by

utilizing the data forwarding cost functions _Cd
ij and €Cd

ij

defined in Section 4.4.

4.2 Average Handover Interruption Time

As we discussed before, handover interruption time for a
single MU handover is t ¼ maxðTr; TpÞ where Tr is the time
required for the MU to establish radio connection with the
target SC and Tp is the time required to perform path switch
at the target SC. Therefore, t is a measure of the seamless-
ness of the handover which is a very important metric for
QoS performance.

The mean handover interruption time is obtained as fol-
lows. Let _tij and €tij indicate the interruption time incurred

when a user handovers to a cell in state Sj
i with and without

full path switching. Since the interruption times depends on
the link delay as shown in equations (18)-(20), different
cases of handovers lead to different interruption times.
Therefore, we multiply these interruptions by the probabil-
ity of the user undergoing each handover case. In addition,
the percentage of the user undergoing a handover within
the local anchor and with the core network is also consid-
ered while computing the expression for the mean hand-
over interruption time. For the proposed model, we obtain

the mean handover interruption time tHO as

tHO ¼ 1

�

j �
n

kn
_t01V

1
0 þ _t11Q

1
1 þ

XK
i¼1

XdKþ1
2 e

j¼1

_tijV
j
i

o

þ 1

�

�
� �

j �
n

k�n
€t01V

1
0 þ €t11Q

1
1

þ
XK
i¼1

XdKþ1
2 e

j¼1

€tijV
j
i

o
;

(17)

where

� _tij : Interruption times for handover to an SC in state

Sj
i when CounterMU ¼ nn.

� €tij : Interruption times for handover to an SC in state

Sj
i with local path switching when CounterMU 6¼ nn

respectively.
The interruption times are given by _tij ¼ maxðTr; _TpÞ and

€tij ¼ maxðTr; €TpÞwhere €Tp is given by

€Tp
LP ¼ €Tp

RO ¼
Cla; if i ¼ 0; j ¼ 1;
Csc þ Cla þ 2 � Cs1; if i ¼ 1; j ¼ 1;
Csc þ Cla þ 2 � Cs1; otherwise;

8<
: (18)

for the LP-based and RO-enhanced schemes. Here, Csc, Cla

are the processing costs at small cell and local anchor
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respectively in milliseconds. Cs1 represents the S1 link cost
with local anchor. For the DF-enhanced scheme, it is given by

€Tp
DF ¼

Cla; if i ¼ 0; j ¼ 1;
0; if i ¼ 1; j ¼ 1;
Csc þ Cla þ 2 � Cs1; otherwise;

8<
: (19)

_Tp for all the three schemes is given by

_Tp ¼
Cla þ Cscgw þ 2Cs1� þ Cps; if i ¼ 0; j ¼ 1;
Csc þ 2Cla þ Cscgw þ 2Cs1�
þCps; otherwise;

8<
: (20)

where Cs1� is the link cost for the S1 link between the SC and
the core network. In addition, Cscgw represents the process-
ing cost at the small cell gateway and Cps represents the
path switching cost. In order to compare our solution to the
3GPP LTE-A handover approach, we apply €tij ¼ _tij.

4.3 Average Core Network Load

The average core network load is defined as the average
number of signaling messages that involve the core network
(both MME and S-GW) resulting from a MU handover. The
expression for the average core network load can be
obtained from equation (16) by replacing _Cij and €Cij with
the per-handover core network load lCN .

4.4 Cost Functions

The cost functions are two-fold: (i) Signaling cost Cs
ij, and

(ii) Data forwarding cost Cd
ij. The signaling cost represents

the total delay associated with executing handover related
signaling messages during the entire handover procedure.
The data forwarding cost represents the total delay associ-
ated with forwarding the data from the serving SC to the
target SC.

Therefore, Cs
ij and Cd

ij account for the processing and
transmission of all the signaling and data required in the suc-
cessful completion of a handover process. Processing cost of
a signaling or data packet is determined by the time required
at the protocol layer to process the signaling/data packet.
Transmission delay indicates the amount of time required to
transmit the signaling or data from the transmitting node to
the receiving node. We compute the cost functions as the
sum of the link delays due to the transmission of the signal-
ing messages and the processing delay for these signaling
messages at different nodes during a handover process.

In our topology, the SC in a cluster can be connected to
the LA through multi-hop using the local network. How-
ever, since the intermediary SCs only act as IP routers for
the SC , LA communication, the processing cost at the
intermediate SCs mainly originate from the router process-
ing cost. In this case, the intermediate SCs do not require
the additional processing cost at the X2 layer performing
GPRS tunneling functions and S1 application protocol func-
tions. With this in mind, we have considered that the rout-
ing processing cost to be negligible in the computation of
the cost function.

4.4.1 LP-Based Handover

We provide the signaling and data forwarding costs for the
LP-based handover mechanism when local path-switching

is applied under conditions that CounterMU 6¼ nn. For the
case of CounterMU ¼ nn, the 3GPP LTE-A handover cost
will be applied which will be presented later in this section.
The handover costs can vary depending on whether the
handover occurs from LA to SC or SC to SC.

In relation to Fig. 5, the total signaling cost €Cs
ij in the LP-

based handover scheme involves the cost of processing and
transmitting all the signaling messages between the serving
small cell, target small cell and the local anchor during the
handover procedure. This includes the handover request,
handover response, SN status transfer, path switch request
and the end marker messages. The total signaling cost for
the case of CounterMU ¼ nn can be determined in a similar
manner by accounting for the processing and transmission
delays of all the signaling messages following the Fig. 5.

The total signaling cost €Cs
ij is given as

€Cs
ij ¼

4Csc þ 2Cla þ 4CX2 þ Cs1; if i ¼ 0; j ¼ 1;
5Csc þ 2Cla þ 4CX2 þ 2Cs1; if i ¼ 1; j ¼ 1;
5Csc þ 2Cla þ 4CX2 þ 3Cs1; otherwise;

8<
: (21)

where Csc, Cla are the processing costs at small cell and local
anchor respectively. CX2 and Cs1 represent the X2 and S1
link costs respectively.

The data forwarding cost €Cd
ij is given as

€Cd
ij ¼

Csc þ Cla þ CX2 þ Cs1; if i ¼ 0; j ¼ 1;
Csc þ CX2; if i ¼ 1; j ¼ 1;
Csc þ Cla þ CX2 þ Cs1; otherwise:

8<
: (22)

4.4.2 RO-Enhanced Handover

The signaling cost for this approach is the same as in equa-
tion (21). The data forwarding cost is given as

€Cd
ij ¼

qðCsc þ CX2Þ þ Cla; if i ¼ 0; j ¼ 1;
Cla þ Cs1; if i ¼ j ¼ 1;
qðCsc þ CX2Þþ
ð1� qÞðCla þ Cs1Þ; otherwise;

8>><
>>:

(23)

where q and 1� q are fractions of uplink and downlink data
respectively.

4.4.3 DF-Enhanced Handover

The signaling cost and data forwarding cost under the DF-
enhanced handover approach differ from the RO-enhanced
handover only for the case when an MU experiences hand-
over from LA to SC. These are given as €Cs

11 ¼ 4Csc þ 4CX2

and €Cd
11 ¼ Csc þ CX2.

For the proposed handover approaches, when path
switching is applied, the data forwarding cost will still be
_Cd
ij ¼ €Cd

ij. However, the signaling cost is given by

_Cs
ij ¼ 5Csc þ 4CX2 þ 3Cs1� þ 2Cscgw þ Cps: (24)

We compare our solution for the case when no local
mobility anchoring is utilized. In this case, we apply
€Cs
ij ¼ _Cs

ij to determine the signaling cost. Similarly the

data forwarding cost is given by _Cd
ij ¼ €Cd

ij ¼ Csc þ CX2 þ
Cla þ Cs1.
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5 ANALYTICAL AND SIMULATION RESULTS

5.1 Numerical Evaluation

First, we numerically evaluate the proposed schemes based
on the performance metrics derived in Section 4. The system
parameter values used for the numerical evaluation are pro-
vided in Table 1 as recommended in [13]. The handover per-
formancemetrics are provided as ratio of the values achieved
by the proposed scheme to the ones achieved by the current
3GPP handover scheme. This means that a smaller ratio cor-
responds to improved handover performance.

In Fig. 12a, the average signaling cost ratio under the pro-
posed handover schemes is plotted as a function of the num-
ber of tiers (K) in the cluster and the path switching
threshold (n). We observe that all three proposed schemes
vary with K and n in a similar manner. The signaling cost
ratio is large for small values of n. This is expected as low val-
ues of n will trigger more frequent path switching for each
handover. However, as n is increased, we observe that the
signaling cost ratio decreases rapidly and reaches to around
40 percent of the maximum ratio. This corresponds to about
60 percent of signaling cost savings. This validates our claims
that reducing the frequency of full path switching with the
network results in signaling cost savings. Among the three
mechanisms, the DF-enhanced handover offers the highest
savings in signaling cost of about 70 percent for K � 2 and
n � 8. Even for n ¼ 6, all the three proposed schemes are able
to offer almost 60 percent signaling cost savings. It is also
interesting to note that increase in tier size (K) does not have
a major effect on the signaling cost performance. This can be
attributed on the one hand to the single-hop links considered
in our cost functions. On the other hand, this is also due to
the overall reduction in the signaling delay by minimizing
the signaling towards to the core network.

The average data forwarding cost is plotted as a function
of n and K in Fig. 12b. We observe that the LP-based hand-
over does not offer significant performance gain when
K � 3. This is expected as there is a triangular routing of
the “in-transit” data from the serving SC to the target SC
during a handover. However, with the support of route-
optimization for the “in-transit” data packets, the RO-
enhanced and DF-enhanced schemes are able to achieve
about 50 percent gain in the average data forwarding cost. It
is also important to note that both these schemes do not
vary significantly with n since the route optimization is
independent of the frequency of path switching. It is worthy
of observing that the RO-enhanced scheme has a unique
behavior compared to other schemes with increasing K.
This is caused due to the high cost involved for a MU hand-
over from LA to a neighboring SC. However, asK increases,
the probability of this handover occuring decreases and
hence the data forwarding cost becomes low.

Fig. 12c highlights the average handover interruption
time ratio plotted against n and K. The parameter affecting
the handover interruption time is mainly the path switching
threshold. As n increases, the path switching takes place
less frequently and hence we can observe that the handover
interruption time decreases and reaches a minimum of up
to 20 percent of the maximum ratio. This corresponds to
about 80 percent reduction in the interruption time. This is
a key benefit of our proposed schemes as lower interruption
time reduces handover failures and enable seamless
mobility for users.

5.2 Simulation Setup

In order to validate the performance of the proposed hand-
over schemes, we conduct Monte-Carlo simulation of a small
cell cluster with several mobile users usingMATLAB. A two-
tier small cell cluster is considered consisting of N = 13 small
cells (one of which is a local anchor) and 50 mobile users in a
100� 100m area. This can be visualized as a deployment in a
typical office building with a uniform and coordinated
deployment. The topology is shown in Fig. 13. In the figure,
each small cell is considered to provide coverage over a 10 �
10 m grid. The users are deployed randomly in the grid indi-
cated by the thick dots under the small cell coverage.

Session arrival for users is modeled using Poisson distri-
bution with mean arrival rate �. Session duration and cell
residence time are modeled using exponential distribution

TABLE 1
System Parameters

Parameter Value Parameter Value

Session arrival rate � 0:001=s Csc 5ms
Session duration parameter m 0:01=s Cla 10ms
Cell residence parameter r 0:1=s Cs1 10ms
Number of tiers K 1; 2; 3; 4 CX2 5ms
Number of small cells N 5; 13; 25; 41 Cs1� 50ms
Discrete-time slot duration Dt 0:01s Cscgw 10ms
– – Cps 5ms

Fig. 12. Numerical evaluation of handover performance versus number of tiersK and path switching threshold n.
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with parameters m and r respectively. As considered in the
analytical model, the users can move to each of their neigh-
boring cells with equal probability at the end of the slot
duration. A slot duration of 10 ms is considered and the
simulation is performed for 10,000 time slots.

The state evolution is generated for each of the users
based on the discrete-time Markov model for the entire sim-
ulation duration. Handover occurs in cases when the MUs
change their states between any of the Sj

i states in successive
time slots. At each time step, the previous and current states
are identified to determine if a handover for the MU has
occurred. When the MU experiences a handover, the hand-
over performance metrics are computed for the proposed
schemes and the current LTE-A handover scheme. The

entire simulation is conducted for 104 Monte-Carlo itera-
tions. The ratio of the handover costs and handover inter-
ruption times of the proposed schemes and the existing
LTE-A handover scheme are determined.

First, the above simulation is performed for different val-
ues of n and the results are plotted against the path switch-
ing threshold n in comparison to the analytical results
obtained earlier. Further, we also study the effect of the ses-
sion arrival and user mobility on the handover performance
metrics. In the latter case, the path switching threshold is
fixed but the session arrival parameters and mobility
parameters are varied for which the results are obtained.

5.3 Simulation of a Large Network with
Gauss-Markov Mobility Model

In order to further validate our results, we simulate a large
network with several clusters. For this, we constructed a
scenario with a rectangular grid containing 100 � 100 small
cells with each having a coverage area of 10 m. The intersec-
tion of every third row and column contains a local anchor.
This is chosen to resemble a cluster of tier size K ¼ 2. The
network consists of 500 users with the initial locations of
users randomly selected in the 2-D grid. The users experi-
ence mobility based on the well-known Gauss-Markov
mobility model [25].

Under the Gauss-Markov mobility model, each user
chooses a velocity and direction to follow at every discrete
time step. The velocity V and direction D of the users at
time step t are computed based on the values at time step
t� 1 and a random variable as

Vt ¼ aVt�1 þ ð1� aÞ �V þ sV

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� a2

p
wVt�1

; (25)

Dt ¼ aDt�1 þ ð1� aÞ �Dþ sD

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� a2

p
wDt�1

; (26)

where 0 < a < 1 is a tuning parameter to determine the

randomness of the movement. �V and sV indicate the
asymptotic mean and standard deviation of the velocity.

Similarly �D and sD indicate the asymptotic mean and stan-
dard deviation of the direction. wVt�1

and wDt�1
are uncorre-

lated Gaussian processes with zero mean and unit variances
and are independent of Vt�1 andDt�1.

Then the ðxt; ytÞ coordinates of the user in 2D space at
time t is given by

xt ¼ xt�1 þ Vt�1cosDt�1; (27)

yt ¼ yt�1 þ Vt�1cosDt�1: (28)

The simulation is run for 1,000 time steps such that each
time step has a duration of 1s. The session parameters are
retained from Section 5.2. For the Gauss-Markov mobility
model, we adopt a ¼ 0:5, �V ¼ 6m=s and �D ¼ p=2. The
asymptotic variances are set as sV ¼ 3 and sD ¼ p=8. wVt�1

and wVt�1
determined from a standard normal distribution.

Users experience handover if they cross cell boundaries
while a session is active between successive time steps. The
handover cost functions are computed based on the type of
the handover, i.e., if the user handovers from small cell to
another small cell or local anchor and so on. For inter-cluster
handover, we consider the cost to be equivalent to a SC-SC
handover with full path-switching. The simulation is con-
ducted for 10,000 Monte Carlo trials and the average hand-
over costs are computed.

5.3.1 Handover Failure Probability Computation

We also compute the handover failure probability for the
proposed schemes under the Gauss-Markov mobility
model. Our analysis will indicate how often users experi-
ence handover failures with the existing and the proposed
handover schemes. A greater handover failure rate causes
radio link failures for the users and requires robust hand-
over recovery solutions. However, in this work, we do not
focus on how to deal with the handover failure, i.e., the
handover failure recovery process.

The handover failure probability Pf is defined as the
probability that a user leaves the coverage of the target SC
before handover is completed. If a user leaves the coverage
of the target small cell before handover is completed, the
handover is considered to have failed. In this case, the user
will have to reattach to the serving SC or require a new
handover to a different SC. The time to complete the hand-
over is determined as the sum of the handover signaling
cost and the data forwarding cost. The probability of user
leaving the coverage of the target SC depends on the user
velocity, direction and the cell radii.

5.4 Comparison of Numerical and Simulation
Results

We provide a comparison of the results from the analytical
and the simulation models described above.

5.4.1 Impact of Path Switch Threshold on Handover

Performance

The handover costs and interruption times are plotted
against n for a fixed K ¼ 2. Fig. 14 plots the average signal-
ing cost ratio against the path switching threshold n for the
proposed schemes. All three proposed handover schemes
show consistent behavior in the numerical and simulation
evaluation where the average signaling cost decreases
sharply at the beginning. However, beyond n ¼ 4, there is
not a major impact on the signaling cost. This can be attrib-
uted to the session duration of the MU. In the proposed
handover schemes, the CounterMU is incremented as long as
the user session remains active. However, if the session ter-
minates, the CounterMU value is reset. It is very likely that
the counter value gets reset before it reaches high values of
n. Therefore, the increase in n does not seem to significantly
impact the handover performance beyond a certain point.
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It is also interesting to observe that there is greater signal-
ing cost savings through simulations compared to the
numerical results achieving cost saving of over 80 percent
for the LP-based and RO-enhanced schemes. The DF-
enhanced scheme is able to achieve over 90 percent cost sav-
ings for n � 4. It is highly likely that the difference could be
due to some of the artifacts in the simluation. One possibil-
ity could be the initial location of the users within the clus-
ters in the simulations. It is also possible that this difference
is a result of the simulation assumption that the users could
leave the cluster area after which the users are considered
to be released and new users spawned in the cluster area.

In Fig. 15, the average data forwarding cost is plotted. As
expected, the data forwarding cost is independent of n,
which is in agreement with the numerical results. In addi-
tion, the cost values through simulation and numerical anal-
ysis follow each other very closely reaching up to 50 percent
cost savings for the DF-enhanced scheme. A similar

performance is observed for the handover interruption time
as illustrated in Fig. 16. All three schemes show similar per-
formance with over 80 percent reduction in average inter-
ruption time as seen from the simulation results.

5.4.2 Impact of Call-to-Mobility Ratio on Handover

Performance

We study the impact of the session arrival rate and cell resi-
dence time on the handover performance. To this end, we
utilize the call-to-mobility ratio parameter r ¼ �

r where � is
the mean session arrival rate and r is the cell residence
parameter. A low value of call-to-mobility ratio indicates
the user is highly mobile relative to the mean time between
two session arrivals. This implies that the probability of a
user undergoing a handover increases leading to high aver-
age handover costs. On the contrary, very large values of r
indicate that the user is less mobile relative to the session
arrival. This must lead to a lower probability of user hand-
over leading to low average handover related costs.

The average handover costs for the LP-based scheme are
plotted against the call-to-mobility ratio in Fig. 17. For low
values of r, the signaling and data forwarding costs remain
very high due to high mobility of users. As r increases, the

Fig. 13. Simulation of a small cell cluster with K = 2.

Fig. 14. Impact of n on average signaling cost ratio.

Fig. 15. Impact of n on average data forwarding cost ratio.

Fig. 16. Impact of n on handover interruption time ratio.
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users become less mobile thereby experiencing lower hand-
over probability. This is reflected by the low signaling and
data forwarding costs for large values of r. Although, both
the simulation and analytical results show the handover
cost as a decreasing function of r, the handover cost experi-
ences a steep fall much earlier in the simulation results than
in the case of the analytical results. A similar behavior to the
handover cost is observed for the handover interruption
time when plotted against r as shown in Fig. 18. Again, the
difference in the performance could be attributed to the arti-
facts of the simulation study mentioned earlier. It is later
shown in Section 5.4.3 in the simulation of multiple clusters,
the analytical and simulation results are more closer than
observed in this section.

5.4.3 Impact of Different Mobility Models on Handover

Performance

The handover costs and interruption times are computed
for the different mobility models considered. These results
are plotted in Figs. 19 and 20. Our results show that the
handover performance both in terms of handover costs
and interruption time do not vary significantly if the users
follow different mobility models. Especially, the Gaussian

Markov mobility model, which provides a tradeoff
between the randomness and memory follows closely the
performance results from our analytical model. This fur-
ther shows that the proposed analytical model is fairly
accurate in capturing the behavior of the handover
dynamics in the system.

5.4.4 Handover Failure Probability

For the simulation of a large network with Gauss Markov
mobility model, we determine the handover failure proba-
bility Pf for different mean user velocities �V . This is plotted
in Fig. 21. We compare the handover failure probability for
the baseline LP-based handover scheme and the existing X2
based 3GPP handover scheme. The mean user velocity can
be divided into two categories: 1) low velocity ð< 5m=sÞ,
and 2) medium velocity ð5m=s < 12m=sÞ.

For low velocities of users, both the LP-based and the X2-
based schemes result in low Pf (under 0.2). However, the
difference in Pf for both the schemes increases steadily as
the mean velocity is increased. For medium velocities, it is
observed that the LP-based scheme leads to about 25 per-
cent reduction in the handover failure probability. As antici-
pated, the reduction in the core network signaling in the LP-
based scheme directly contributes to the reduced handover
failure rates. However, as the user velocity increases for the
given small cell radii, the probability that the users invari-
ably leave the small cell area increases. Therefore, we
observe high handover failure rates for large velocities.

Fig. 17. Impact of call-to-mobility ratio on signaling cost.

Fig. 18. Impact of call-to-mobility ratio on handover interruption time.

Fig. 19. Data forwarding cost under different mobility models.

Fig. 20. Handover interruption time under different mobility models.
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6 CONCLUSION

The emergence of small cells requires a rethinking of the tra-
ditional cellular system concepts. Coordination is expected
to play a key role in smalls cells to achieve improved mobil-
ity management and SON features among others. In this
work, we utilized coordination among small cells to pro-
pose a local anchor-based handover architecture. Based on
this, we proposed novel handover schemes employing a
local mobility anchor. To evaluate the performance of the
proposed schemes, we developed a mathematical frame-
work based on Markov models. Using this mathematical
framework, we derived closed-form expressions for the key
handover performance parameters including average hand-
over cost and average handover interruption time. The per-
formance is evaluated using numerical analysis and
simulations which indicate savings of over 50 percent in the
handover cost and up to 80 percent reduction in the hand-
over interruption over existing schemes. In addition, our
results from simulations also indicate a reduction in the
handover failure rate for medium velocity users.

With the expected large-scale adoption of small cells in
large offices and hot-spot areas, handover management
approaches such as our proposedmethodwill be key to facil-
itate seamless service for mobile users in a scalable and effi-
cient manner. The proposed mathematical framework have
been shown to closely follow more realistic models through
simulation and hence can be utilized to analyze the perfor-
mance of new handover schemes that employ a local anchor.
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