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Abstract—In this paper, a new adaptive forward-error-correc-
tion scheme (AFEC) is introduced at the link layer for TCP/IP
data traffic in wireless ATM networks. The fading and interfer-
ence in wireless links cause high and variable error rates, as well
as bursty errors. The purpose of the AFEC scheme is to provide
a dynamic error-control mechanism by using the Reed–Solomon
coding to protect the ATM cell payload, as well as the payload
type indicator/cell loss priority fields in the ATM cell header. In
order to enhance the error tolerance in cell framing and correct
delivery, the AFEC scheme functions within a new concept called
LANET framing and addressing protection mechanisms. The
AFEC scheme has been validated using a simulation testbed of a
low-speed wireless ATM network.

Index Terms—Adaptive FEC, address protection, cell scram-
bling, error control, LANET, Reed–Solomon coding, wireless
ATM.

I. INTRODUCTION

T HE FADING effects and interference in wireless links
cause higher and time-varying error rates, as well as

burstier error patterns compared to wired links. More powerful
error-control schemes are needed to insulate the ATM network
layer from the wireless channel impairments, because the wire-
less channel errors will typically be beyond the error-correcting
capability of the only error-control scheme, the header error
control (HEC), at the ATM layer.

Efficient error control for time-varying wireless channels can
be realized by an adaptive coding scheme. One of the well-
known adaptive coding schemes is the so-calledconvolutional
coding, which can adapt easily to variable channel conditions
by modifying its code rate or the constraint length [2], [10].
It has been demonstrated that the convolutional coding itself
is not sufficient for wireless ATM networks [7], [16]. Thus, a
concatenated FEC scheme has been proposed by combining a
convolutional inner code and a Reed–Solomon (RS) outer code
with interleaving [7], [16]. However, this scheme may have in-
terleaving delay and accordingly high overhead.

Recently, someadaptiveFECschemeson the transportpackets
have been introduced to improve reliability for real-time traffic
over wide area networks including the Internet [6], [13]. The
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Fig. 1. Structure of the AFEC scheme.

amount of redundant information is adjusted as a function of the
network state, such as packet loss statistics, delay constraints,
and quality of service (QoS) requirements. Since the increased
redundancy at the end-to-end transport level could cause con-
gestion to the network, their FEC schemes are coupled with
congestion control in order to maintain the network stability.

Our new adaptive FEC (AFEC) scheme on the wireless links
utilizes a multi-layered structure as shown in Fig. 1. The key
requirement is “per virtual circuit FEC.” For example, the
voice traffic may use a low-performance and short-interleave
scheme, since they are error-tolerant and sensitive to delays. On
the other hand, the data cells may use high-performance FEC
schemes which may have high overhead due to long interleave
chains for maximum random and burst-error tolerance. In
order to maximize the efficiency, the FEC rate in each channel
(virtual channel) can dynamically adapt to the noise level in the
wireless channel. In the upper part of the physical layer is the
so-calledLANET [17], which will be explained in the Section
V in detail. Thecell scramblingandheader address protection
are both active in the lower part of the ATM layer. Thepayload
FEC, the highest layer in the AFEC scheme, operates in the
upper part of the ATM layer.

Our AFEC scheme uses RS codes to protect nibbles in the
header and bytes in the payload. Interleaving is also used to
enhance the burst-error tolerance without impacting the per-
formance of random error corrections. Our new scheme works
well with the convolutional coding at the lowest layer, as shown
in Fig. 1. Thus, it is recommended to use radio modems with
Viterbi CODECs built in and the coding rates 7/8 or 3/4.

The paper is organized as follows. In Section II, we present
a detailed coding procedure of the FEC payload, followed by
a description of two implementations for header address pro-
tection in Section III. In Sections IV and V, we explain the cell
scrambling and LANET framing, respectively. In Section VI, we
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Fig. 2. The header format for six payload blocks.

evaluate the performance of our AFEC scheme by simulation.
Finally, we conclude the paper by highlighting our contribution
in Section VII.

II. FEC PAYLOAD FOR DATA TRAFFIC

The scheme described here is applicable for data traffic. Voice
traffic protection, emphasizing compression with FEC and in-
teroperability with the current voice circuit emulation standard,
is not yet developed. The FEC payload scheme uses the RS FEC
scheme to protect the payload of the ATM cell, as well as the
payload type indicator/cell loss priority (PTI/CLP) fields of the
ATM cell header in noisy wireless channels.

A. Cell-Encoding Procedure

1) Accumulate ATM cells to form a group considering the cur-
rent coding rate of the corresponding virtual circuit (VC).

• For 1/2 coding rate, put one cell in a group.
• For 3/4 coding rate, put three cells in a group.
• For 7/8 coding rate, put seven cells in a group.

Time out if the group is not complete and no cell
arrives within 1/4 seconds. If timed-out, pad with
dummy cellsto complete the group. This time-out
period works for links at 2400 Bd or faster. Below
2400 Bd, the 1/2 coding rate should be used. Note
that the time-out period may depend on the link speed
in the future.

Dummy Cell Format:The last byte of the last cell
in the group of dummy cells indicates the number of
dummy cells in that group, and the rest of the payloads
is set to a specific hexadecimal value .

2) Extract payload and segment each group into six blocks. The
block sizes depend on the coding rates as follows:

• For 1/2 coding rate, there are 8 B/block.
• For 3/4 coding rate, there are 24 B/block.
• For 7/8 coding rate, there are 56 B/block.

3) Allocate space for one piggyback byte as the header for each
block. The header format for the six payload blocks is shown
in Fig. 2. PTI/CLP nibbles for cells 2–3 are applicable at
the 3/4 encoding rate. PTI/CLP nibbles for cells 4–7 are
applicable at the 7/8 encoding rate.

The “rate request” field indicates the desired encoding
rate to the other side, based on the errors detected during
decoding. Note that it does not reflect the encoding rate
used for this side’s output. The rate indications are 0No
Change, 1 7/8 rate, 2 3/4 rate, and 3 1/2 rate. The
dummy cell bit, if set to 1, indicates that dummy cells are
present in the group.

4) Apply RS encoding on each block above where their size
increases according to the encoding rates as follows.

• For 1/2 rate, encode the block of 9 ( ) to 15 B.
• For 3/4 rate, encode the block of 25 ( ) to 31 B.
• For 7/8 rate, encode the block of 57 ( ) to 63 B.

Then use RS( ) code with the 3-B cor-
recting capability. However, must be shortened to 9,
25, or 57 depending on the currently used code rate. The
code is shortened by implicit zero filling. The zeros are as-
sumed to occupy the front positions in the message stream.
The output of the encoder is in reverse order, i.e., the parity
bytes are output first followed by the last message byte. Fi-
nally, the piggyback bytes are the last to output.

5) Prepare the RS-encoded cell group for output. Use the same
header for all cells within a group.

• For 1/2 coding rate, generate two cells.
• For 3/4 coding rate, generate four cells.
• For 7/8 coding rate generate eight cells.

6) Load the delineation byte in the first byte location of each
output cell within a group. The period of the delineation byte
pattern isusedbythereceivingsidetodeterminethecoderate.

• For 1/2 rate, use , .
• For 3/4 rate, use , , , .
• For 7/8 rate, use , , , , ,

, , .
7) Load payload.

• Optionally, the PTI and CLP bits can be overwritten
with user-defined messages.

• Load the remaining payload part of each cell in the
group. Interleave data from the six blocks: block 1 byte
1, block 2 byte 1, block 3 byte 1, block 4 byte 1, block
5 byte 1, block 6 byte 1, block 1 byte 2, etc. Since the
RS decoder returns data in reverse order, the loaded
first bytes are the parity bytes. On the other hand, the
last-loaded bytes are the piggyback bytes. For the 7/8
rate case, there is no room for the last two piggyback
bytes (blocks 5 and 6). They were defined as and
must be discarded.

• Disregard unused bytes (4 B at 1/2 rate, 2 B at 3/4 rate,
none at 7/8 rate).

8) Swap the least-significant nibble between delineation byte
and byte 25 in the payload (the delineation byte is byte 1).

9) Output the cell group starting with cell 1 (the one with de-
lineation byte ).

B. Cell-Decoding Procedure

1) Cell group delineation.
• For each cell, swap the least-significant nibble be-

tween the delineation byte and byte 25 in the pay-
load (the delineation byte is byte 1).

• Wait for the next cell’s arrival.
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• Overwrite bits 7, 5, 3, and 1 of the delineation byte
with corresponding bits from the next cell’s delin-
eation byte. Thus, if the first delineation byte is

and the next one is , the first delineation
byte will become . Assuming the link is error
free, the delineation byte sequence becomes:

— 1/2 rate: , , , , , , …
(repeats every two cells).

— 3/4 rate: , , , , , , …
(repeats every four cells).

— 7/8 rate: , , , , , ,
, (eight-cell period).

This method of interleaving doubles the burst error
tolerance of the delineation bytes.

• Using table lookup (256-B table), find “start of a
group,” “which is signaled by the delineation byte
as and all other bytes equal or less than 3 b
different from . There are eight possible bytes
that are 1-b different, 28 B that are 2-b off, and 56 B
that differ by 3 b. In other words, a total of 93 entries
in the lookup table should indicate a match for the
“start of a group” byte.

• If the cell arrives at the fixed-rate port of the switch,
the completion of a group is indicated as follows: If
the delineation byte indicates , terminate the
current group and save the new cell as the first cell
of the next group; if the current group size is two
cells based on 1/2 rate, four cells based on 3/4 rate,
and eight cells based on 7/8 rate, then terminate the
current group with the new cell (the next group has
no cells). Otherwise, save the new cell as part of the
current group.

Terminate the group if no cell arrives within 1 s.
Discard the group whose length does not match the
configuration.

• If the cell arrives at the dynamic rate port of the
switch, the completion of a group is indicated by
finding a delineation byte indicating or if no
cell arrives within 1/4 s. Discard the group if the
length is not two, four, or eight cells. The group
length is used to set the decoding rate. Note that the
time-out period may depend on the link speed in the
future.

2) Extract payload.
• Extract the six data blocks by de-interleaving. For

the 7/8 rate, add a byte of at the end of blocks
5 and 6 to complete the six data blocks.

• Optionally, pull out the inserted messages from the
piggyback byte locations and re-insert the PTI and
CLP bits.

3) Decode by using the RS scheme.
4) Rate adjustment for dynamic links.

For rate adjustment in dynamic wireless links, we intro-
duce the so-calledBucketconcept based on channel-error
statistics.

Bucket Bucket deterrs Bucket scalefac

where
information symbol size depending on the code
rate with for 1/2 rate, for 3/4 rate,
and for 7/8 rate;

deterrs number of detected errors as an output param-
eter of the RS decoder;

scalefacscaling factor.

Bucketaccumulates the number of detected errorsde-
terrsand uses the scaled information symbol sizeto re-
duce it, especially when the link quality becomes better.

When the scaling factorscalefacis set to 84 000, the
relationship between theBucketsize and the channel BER
is identified at a given code rate from the real field tests.

• Currently at 1/2 rate: IfBucket , then the
channel BER becomes . Then change the
coding rate to 3/4 rate.

• Currently at 3/4 rate: IfBucket , then the
channel BER becomes . Then change the
coding rate to 1/2 rate. IfBucket , then the
channel BER becomes . Then change the
coding rate to 7/8 rate.

• Currently at 7/8 rate: IfBucket , then the
channel BER becomes . Then change the
coding rate to 3/4 rate.

5) Regenerate original cells.
• Fill payload.
• Pull PTI/CLP nibbles from the piggyback bytes.
• If the “dummy cell present bit” is set, then read the

last byte of the last cell in the group to determine
the number of dummy cells to be discarded.

• Read rate request bits to determine the encoding rate
for traffic going to the opposite direction.

III. H EADER ADDRESSPROTECTION

In this section we discuss two implementations for header
address protection: address FEC and redundant addressing.

A. Address FEC Encoding

Each port shall support four types of address FEC encoding.
The 1-nibble correcting RS(15,13), and 2-nibble correcting
RS(15,11) codes are used. Each code is shortened to the
necessary length by implicit zero filling. The four types of
address FEC encoding schemes are described as follows.

1) Hi-Noise UNI [Fig. 3(a)].
This method encodes 2 nibbles of VCI to 6, by adding

4 nibbles of parity. There will be 2-nibble correcting and
255 usable VCs.

2) Hi-Noise NNI [Fig. 3(b)].
This method encodes 3 nibbles of VPI and VCI to 7.

The GFC field is used to carry 4 b of VPI.
3) Lo-Noise UNI [Fig. 3(c)].

This method encodes 4 nibbles of VPI and VCI to 6,
adding 2 nibbles of parity. It is 1-nibble correcting and
leaves 64K usable VCs.

4) Lo-Noise NNI [Fig. 3(d)].
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(a)

(b)

(c)

(d)

Fig. 3. Address FEC types. (a) Hi-Noise UNI. (b) Hi-Noise NNI. (c) Lo-Noise
UNI. (d) Lo-Noise NNI.

This method encodes 5 nibbles of VPI and VCI to 7. It
leaves 1 million usable VCs.

B. Low-Cost Redundant Addressing Option

By coding only the address part of the ATM cell header,
the AFEC scheme provides a low cost implementation for the
header protection scheme. This method does not decode and
correct errors in the address; instead, it tolerates errors. This
is accomplished by setting up multiple addresses to the same
destination during address translation in the switch. One of the
addresses is the principal one, corresponding to the original un-
corrupted address. The others are variations from the principal
address; the differences being the errors in the address the switch
can tolerate. For this to work, all principal addresses should be
coded address words (parityVC) from Section III-A above.
This ensures adequate Hamming distance between principal ad-
dress words.

The major advantage for this low-costredundant addressing
option is that no special hardware is needed for implementation.
Most switches already have hardware to perform address trans-
lation. Thus, all that is required is for the controlling software
to load the proper addresses in the input lookup table. The dis-
advantage is that the number of VCs supported is reduced sig-
nificantly. To tolerate two random bit errors or 4-b burst errors
for a Hi-Noise UNI link requires 385 redundant addresses for
each principal one. Thus, the actual number of VCs supported
per link becomes the size of the input address translation table
divided by 385, making this option attractive primarily for the
smaller end-user sites.

IV. CELL SCRAMBLING

The cell scrambling is used to strengthen the burst-error tol-
erance of the header address. It consists of three byte swaps fol-
lowed by three nibble swaps. Note that the bytes 0–4 are the
ATM cell-header bytes.

1) Byte swap 1: bytes 0 and 20.
2) Byte swap 2: bytes 1 and 36.
3) Byte swap 3: bytes 2 and 52.

Fig. 4. LANET frame structure.

4) Nibble swap 1: least significant nibble (LSN) between
bytes 12 and 36.

5) Nibble swap 2: LSN between bytes 20 and 44.
6) Nibble swap 3: LSN between bytes 28 and 52.
For the Lo-Noise UNI and NNI header-encoding cases

[Fig. 3(c) and (d)], the cell scrambling extends the block-error
tolerance of the addresses to 57 b. For the Hi-Noise UNI and
NNI schemes [Fig. 3(a) and (b)], the block-error tolerance
of the address increases to 121 b. To remain compatible with
traditional cell delineation methods, the ATM header HEC
hould be computed after scrambling.

V. LANET FRAMING

While the AFEC scheme can function with standard HEC de-
lineation specified by the ATM Forum [3], LANET delineation
offers significant performance gain in noisy wireless environ-
ments. Indeed, LANET cell delineation functions at BERs as
high as . However, the standard delineation is still required
for interoperability when FEC is not needed. The AFEC, thus,
specifies that both delineation methods be provided and be se-
lectable.

LANET’s design emphasis is on noise tolerance and the pos-
sibility of low cost firmware implementation. Yet, its structure
is similar to SONET. The ATM cells are packed in a framing
structure with frame headers and sub-frame headers, as shown
in Fig. 4. By inserting predictable header patterns, the extra in-
formation helps to delineate the cells in a noisy environment. A
LANET frame has the following features.

• It consists of a byte-oriented serial data stream. The frame
size is 2400 B.

• The 2400 B are subdivided into 45 ATM cells (2385 B)
with a 15-B overhead. The LANET overhead is, therefore,
about 0.63% of the bandwidth.

• The 2400-B LANET frame is subdivided into nine sub-
frames.

As for the overhead bytes, a LANET frame starts with a 1-B
frame header of ( ). The field is a checksum byte com-
puted over the previous frame except. The 2-B data communi-
cation channel ( ) is used to provide for the operation, ad-
ministration, and maintenance of the communication link. After
this field, there is 1 B reserved for the transport-layer control
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channel ( ) whose usage is yet to be defined. In addition, there
are two types of special header patterns: ( ) for byte
stuffing control and ( ) for the subframe header.

The advantages of this scheme will become more apparent
after examining the recommended implementation discussed
below.

A. Recommended Implementation

The recommended implementation is firmware based. This
low-cost approach is possible because the LANET headers can
be simply detected, and thus, it can provide initial byte align-
ment. The single-byte headers are also less likely to be corrupted
by noise, and thus, additional confidence checks can be achieved
for synchronization verification.

Three basic units, thecell extractor, theframer, and thehis-
tory buffer, constitute the LANET engine. Thecell extractor
extracts cells based on the initial alignment information sup-
plied by theframer. It also declares loss of synch (LOS) if large
numbers of frame headers and ATM headers are corrupted. Cur-
rent design calls for LOS declaration upon encountering two
consecutive frame/sub-frame header errors plus five consecu-
tive ATM HEC errors. At this setting, the mean time between
noise-induced LOS is increased by two orders of magnitude
over standard HEC-based delineation schemes without loss of
ability to detect real synchronization loss. Finally, thecell ex-
tractor also locates frames (identify ) if the framer only
found a sub-frame alignment.

Theframerlocates frame or sub-frame alignment in the event
of LOS. Note that it makes use of thehistory buffer, which
greatly reduces the synchronization time. Typical synchroniza-
tion time is about five cells for cold starts (i.e.,history bufferis
empty), and about 2.5 cells for warm starts (i.e.,history buffer
is full).

VI. PERFORMANCEEVALUATION

In this section, we evaluate the performance of AFEC for
TCP/IP data traffic in wireless ATM networks with stationary
and mobile wireless terminals by using simulations. We com-
pare the simulation results between AFEC and the existing con-
catenated FEC scheme [7], [16] and demonstrate the improve-
ments achieved by AFEC.

In order to evaluate the AFEC scheme with and without
LANET framing structure in wireless ATM networks, we
developed two simulation models, as shown in Fig. 5.

• Configuration 1: AFEC scheme without LANET framing
in wireless ATM networks.

• Configuration 2: AFEC scheme with LANET framing in
wireless ATM networks.

The wireless channel model for the physical layer is shown in
Fig. 6. For modulation we use/4-shifted differential quadra-
ture phase shift keying (DQPSK). This modulation scheme is
particularly useful for fast fading environments due to differ-
ential encoding. Moreover, differential detectors are simpler to
implement than the coherent detectors.

The wireless channel suffers from various impairments, such
as multipath fading, co-channel interference, and delay spread.
The most important of these is the multipath fading due to

(a)

(b)

Fig. 5. Simulation models. (a) Configuration 1. (b) Configuration 2.

Fig. 6. Physical wireless channel model.

the reception of multiple paths which is caused by reflections
or scattering of the transmitted signal from various objects.
Each path can be modeled with random amplitudes and phases.
Furthermore, the motion of wireless workstations introduces
a Doppler shift for each path. The combined effect of these
events is that the magnitude of the received signal becomes
Rayleigh distributed. Such channels are closely approximated
by Jake’s model [11], [].

For simulations, we assumed the carrier frequency as a
2.4-GHz ISM band, the data rate as 128 kb/s, i.e., low-speed
wireless links, and wireless terminals as stationary or mobile
moving at 5 and 55 mph, respectively. Each wireless terminal
has a wireless link with an ATM switch, which is used as a base
station. At the 2.4-GHz band and normal mobile speeds, the
Doppler shift is limited up to 200 Hz. For example, the Doppler
shift is about 18 Hz for pedestrians at 5 mph and 197 Hz for
the mobile terminal speed of 55 mph. Since two source bits are
mapped into one channel symbol at a time in/4-DQPSK, the
symbol interval is about 15.6s at 128 kb/s.

From simulations, we obtained the following performance
measures as a function of the channel BER for stationary and
mobile wireless terminals by modifying the SNR values and
Doppler shift.

• The Cell Sync Error Rate (%): The ratio of the number
of ATM cells in sync error based on the cell delineation
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Fig. 7. Sync performance of LANET for stationary wireless terminal.

byte in the ATM payload to the total number of ATM cells
transmitted.

• The BER Performance after FEC Correction: The final
BER values after FEC correction with LANET framing.

Fig. 7 presents the performance of LANET in terms of cell
sync error rate as a function of channel BER for the stationary
wireless terminal. The simulation results show that LANET in-
creases the sync performance significantly, especially when the
channel BER becomes higher. For mobile wireless terminals,
we also notice the substantial performance improvement with
LANET as shown in Fig. 8(a) and (b) for the mobile speeds of
5 and 55 mph, respectively.

In Fig. 9, we show the performance of AFEC with LANET
framing for a stationary wireless terminal. The final BER values
after FEC correction are presented as a function of channel BER
values. In particular, the final BER after FEC correction is about

, even in the case of high-channel BER of , which is
acceptable for TCP/IP traffic. In Fig. 10, we show the perfor-
mance of AFEC for a mobile wireless terminal at 5 and 55 mph,
respectively.

As the mobile speed increases, the error rates become higher
and the error patterns tend to become burstier [4]. Since the con-
catenated FEC and AFEC schemes both use the RS coding with
its inherent burst-error correcting capability, they exhibit better
performance in case of high mobility under the same channel
BER conditions. The final BER after FEC correction is about

at the channel BER of for both mobile speeds, as it
was in the stationary case before.

Since the AWGN portion is dominant in case of the stationary
wireless terminal, the final BER values after FEC correction
agree with the results from the benchmark experiments where
random bit errors are injected to generate error situations [17].
Even for mobile wireless terminal cases, the performance of
AFEC does not degrade at all, because the interleaving scheme
in payload FEC (Section II) works effectively to take care of the
burst errors due to the Doppler shift. That is, the final BER after
FEC correction is still about at the channel BER of ,
regardless of the mobile speed.

The existing concatenated FEC scheme [7], [16] is also
implemented to compare with our AFEC scheme. We use a

(a)

(b)

Fig. 8. Synch performance of LANET for mobile wireless terminal. (a) Mobile
wireless terminal: v= 5 mph. (b) Mobile wireless terminal: v= 55 mph.

Fig. 9. FEC performance for stationary wireless terminal.

common convolutional code with the code rate of 1/2 and
constraint length of 7 as the inner code in this concatenated
FEC scheme [7], [16]. We use an RS code with the symbol
size of 8 and the error-correcting capability of 8 as the outer
code. The block size of the RS code is chosen as one ATM
cell. As shown in Fig. 9, the AFEC scheme provides a slightly
better performance over the entire range than the existing
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(a)

(b)

Fig. 10. FEC performance for mobile wireless terminal. (a) Mobile wireless
terminal: v= 5 mph. (b) Mobile wireless terminal: v= 55 mph.

concatenated FEC scheme in case of the stationary wireless
terminal [7], [16].

Furthermore, as shown in Fig. 10, the AFEC scheme provides
a significant improvement in terms of error correcting perfor-
mance compared to the existing concatenated FEC scheme [7],
[16] for mobile wireless terminals because the AFEC scheme
captures burst errors very effectively.

On the other hand, the AFEC scheme is designed to change its
RS code rate adaptively according to the channel error statistics.
It provides three code rates of RS coding (1/2, 3/4, and 7/8). We
achieved the best performance using the code rate of 1/2.

We have conducted many experiments to determine the code
rate threshold between RS code rates 1/2, 3/4, and 7/8 for the
AFEC scheme. In Fig. 11 we show the AFEC performance for
different code rates. The code rate threshold is determined from
the maximum tolerable BER based on different applications.
When the maximum tolerable BER is given for a particular ap-
plication, then the code rate threshold can be obtained from
Fig. 11. For example, if the maximum tolerable BER is
for TCP/IP traffic, then the code rate threshold is as follows.

• Channel BER between code rates 7/8 and 3/4.
• Channel BER between code rates 3/4 and 1/2.

For the channel-BER range below the point of ,
the code rate of 7/8 can be used for TCP/IP traffic requiring a
maximum tolerable BER of . However, the performance

Fig. 11. FEC performance for different code rates in wireless channel.

of AFEC with the code rate 1/2 is not sufficient for the
channel-BER range beyond the point of . From the
simulation results we determined the code rate thresholds as
1/2 for BER and as 3/4 for BER, and as 7/8 for

BER for the rate adjustment in dynamic wireless links to
support TCP/IP traffic.

VII. CONCLUSION

In this paper, we presented the design and performance of a
novel AFEC scheme, for TCP/IP data traffic in wireless ATM
networks. The AFEC scheme is based on RS coding to protect
the ATM cell payload and PTI/CLP fields in the ATM header.
In order to enhance the error tolerance in terms of framing and
correct delivery, the AFEC scheme functions within our ex-
isting LANET framing and addresses protection protocols. We
have also presented the performance evaluation results using
simulation models. For stationary wireless terminals the perfor-
mance of AFEC with LANET framing agreed with the bench-
mark experiments in which random bit errors are injected [17].
At channel BER of , the final BER after FEC correction is
about , which is acceptable for TCP/IP traffic. Even for mo-
bile wireless terminal cases, the performance of AFEC does not
degrade at all, because the interleaving scheme in payload FEC
(Section II) works effectively to take care of the burst errors due
to the Doppler shift. Finally, we compared the performance of
our AFEC scheme with the existing concatenated FEC scheme
[7], [16] we demonstrated that our scheme provides significant
improvement in terms of error performance.
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