
ABSTRACT 
Personal communications services (PCS) support mobile terminals (MTs) which are free to travel within the service coverage area In order 
to effectively locate a n  MT when a called is initiated, location management schemes are used to keep track of the locations of the MTs. 

The current approach to location management requires each MT to report its location to the network periodically The location 
information is then stored in databases. When a call is initiated, the network determines the current location of the called MT 
through a database lookup and paging procedure In this article, a currently available standard for location management is 

described. Recent research results on location management are surveyed in detail 
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ellular communication has been experiencing a rapid 
growth in recent years. Since its introduction in the 

early 1980s, cellular communication has been evolving from a 
costly service with limited availability toward an affordable 
alternative to wired telephone service. This wide acceptance 
of cellular communication has led to the development of a 
new generation of mobile communication network called per- 
sonal communications services (PCS), which can support a 
larger mobile subscriber population while providing various 
types of services unavailable to traditional cellular systems. 
The introduction of different types of services and the estab- 
lishment of new service providers will result in an unprece- 
dented predicted growth in the number of mobile subscribers 
from 15 million currently to around 60 million by the year 
2005. Both the research and business communities are equally 
excited by this predicted growth in the number of subscribers. 
The recent government auction of frequency bandwidth for 
the emerging PCS has resulted in fierce competition between 
both established and startup communication companies. In 
the research arena, a large number of studies are being per- 
formed. These research efforts range from the development 
of location management schemes, to the design of multiple 
access and channel allocation schemes, to the design of PCS 
network architectures. In this article, we focus on surveying 
the location management mechanisms in PCS systems. 

In ordinary wireline networks, such as the telephone net- 
work, there is a fixed relationship between a terminal and its 
location. Changing the location of a terminal generally 
involves network administration, and it cannot easily be per- 
formed by a user. Incoming calls for a particular terminal are 
always routed to its associated location because there is no 
distinction between a terminal and its location. In contrast, 
PCS networks support mobile terminals (MTs) that are free 
to travel, and the network access point of an MT changes as it 
moves around the network coverage area. As a result, the ID 
of an MT does not implicitly provide the location information 
of that MT. A location-tracking mechanism is needed for 
effective delivery of incoming calls. The current methods (IS- 
41, GSM MAP) [l, 21 for location management require each 
MT to report its location to the network periodically. The net- 
work stores the location information of each MT in location 
databases, and this information is retrieved during call deliv- 
ery. Current methods for location management employ a cen- 
tralized database architecture, while tracking and searching of 
MTs involve the transmission of signaling messages among 
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various components of a signaling network. As the number of 
mobile subscribers increases, this scheme will become ineffi- 
cient, and new and improved schemes that can effectively support 
a continuously increasing subscriber population are needed. 

This article is organized as follows. In the second section, 
we describe the network architecture of current PCS systems. 
The third section describes the current location management 
standard. The fourth section discusses the recent research 
efforts in location management. The conclusion and sugges- 
tions for future research are given in the final section. 

PERSONAL COMMUNICATIONS 
NETWORK ARCHITECTURE 

ireless bandwidth is inherently a scarce resource, and W the number of wireless channels available for mobile 
communications is very limited. In order to support a large 
number of PCS subscribers with a relatively small number of 
wireless channels, most current PCS networks adopt a “cellu- 
lar” architecture. Under this scheme, the service coverage 
area is divided into cells, and each cell is assigned a number 
of wireless channels. The number of active connections within 
each cell cannot exceed the number of channels available. 
However, the same channels may be reused in another cell as 
long as the two cells are separated by a sufficiently large dis- 
tance to limit the interference. There is a base station installed 
in each cell, and MTs within a cell communicate with the base 
station through wireless links. The boundary of a cell is deter- 
mined by the transmission range of its base station, and neigh- 
boring cells may overlap each other in areas close to their 
boundaries. In this article we assume that cells are hexagonal 
in shape. This assumption is accurate for the macrocell envi- 
ronment, where cells are relatively large (with diameters of 
kilometers) and the transmission range of a base station can 
be closely approximated by a circular region. In the microcell 
environment, where the size of cells is relatively small (with 
diameters of hundreds of meters), the transmission range of 
the base stations is highly affected by the terrain of the sur- 
rounding area, and a large portion of each cell may overlap its 
neighboring cells. In some crowded urban areas, a cell may 
cover a street segment between two intersections. Neverthe- 
less, for presentation purposes, we assume cells to be hexago- 
nal in shape throughout this article. 

Figure 1 demonstrates the general architecture of a PCS 
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network. It can be seen in Fig. 1 
that a number of base stations 
are connected to a base station 
controller (BSC). The primary 
function of the BSC is to  man- 
age the radio resources of its 
base stations, such as by per- 
forming handoff and allocating 
radio channels. The BSC is con- 
nected to a mobile switching cen- 
ter (MSC), which provides 
typical switching functions and 
coordinates location registration 
and call delivery. The  MSC is 
connected to both the backbone 
wireline network (such as the 
public switched telephone net- 
work, or PSTN) and the signal- 
ing network (e.g., the Signaling 
System No. 7-SS7-network, 
described later in this section). 
Current schemes for location 
management are based on a two- 

Figure 1. PCS network architecture. 

level data hierarchy such that two types of database, the home 
location register (HLR) and the visitor location register 
(VLR), are involved in tracking an MT. In general, there is an 
HLR for each PCS network, and a user is permanently associ- 
ated with an HLR in his/her subscribed PCS network. Infor- 
mation about each user, such as the types of services 
subscribed, billing information, and location information, are 
stored in a user profile located at the HLR. The number of 
VLRs and their placement vary among networks. Each VLR 
stores the information of the MTs (downloaded from the 
HLR) visiting its associated area. We will describe in the third 
section how the HLR and VLRs are used in tracking an MT. 

Network management functions of PCS, such as call pro- 
cessing and location registration, are achieved by the exchange 
of signaling messages through a signaling network. SS7 [3-51 
is the protocol used for signaling exchange and the signaling 
network is referred to as the SS7 network. Figure 2 shows the 
SS7 network, which connects the HLR, the VLRs, and the 
MSCs in a PCS network. The signal transfer points (STPs), as 
shown in Fig. 2, are responsible for routing signaling messages 
within the SS7 network. For reliability, the STPs are installed 
in pairs, as shown in Fig. 2. 

Each VLR is associated with one or more MSCs, and the 
VLR communicates with an MSC through the STP using the 
SS7 protocol. For simplicity, here we assume that each VLR 
is collocated with one MSC, and a direct communication link 
between the VLR and MSC is available. Depending on the 
network configuration, there may exist one or more HLRs in 
the PCS network. In Fig. 2 we assume a single HLR which is 
connected to the SS7 network through an STP. Note that the 

IS-41 standard also allows inter- 
connection of the HLR, VLRs, 
and MSCs by X.25 links. Also, 
some PCS network architecture 
may have SS7 connections 
between the BSC and VLR. 

LOCATION MANAGEMENT 
There are  two standards for 
location management currently 
available: Electronic/Telecom- 
munications Industry Associa- 
tions (EIA/TIA) Interim 
Standard 41(IS-41) [l] and the 
Global System for Mobile Com- 
munications (GSM) mobile 
application part (MAP) [6]. The 
IS-41 scheme is commonly used 
in North America for Advanced 
Mobile Phone System (AMPS), 
IS-54, IS-136, and Personal 
Access Communication System 
(PACS) networks, while the 

GSM MAP is mostly used in Europe for GSM and Digital 
Cellular Service at 1800 MHz (DCS-1800) networks. Both 
standards are based on a two-level data hierarchy, as described 
in the previous section and Fig. 1. Location management 
includes two major tasks: location registration and call delivery. 
Location registration procedures update the location databas- 
es (HLR and VLRs) and authenticate the MT when up-to- 
date location information of an MT is available. Call delivery 
procedures locate the MT based on the information available 
at the HLR and VLRs when a call for an MT is initiated. The 
IS-41 and GSM MAP location management strategies are 
very similar. While GSM MAP is designed to facilitate per- 
sonal mobility and to  enable user selection of network 
provider, there are a lot of commonalities between the two 
standards. Because of space limitations, the presentation of 
this article is based primarily on the IS-41 standard. Interested 
readers may refer to [2] for detailed descriptions of the GSM 
MAP mobility management strategy. 

LOCATION REG I STRATI 0 N 
In order to correctly deliver calls, the PCS network must keep 
track of the location of each MT. As described previously, 
location information is stored in two types of database, VLR and 
HLR. As the MTs move around the network coverage area, the 
data stored in these databases may no longer be accurate. To 
ensure that calls can be delivered successfully, a mechanism is 
needed to update the databases with up-to-date location infor- 
mation. We call this updating process location registration. 
Location registration is initiated by an MT when it reports its 
current location to the PCS network. We call this reporting pro- 

cess location update.  Current PCS systems adopt an 
.- 
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approach such that the network coverage area is parti- 
tioned into registration areas ( U s )  (note that GSM refers 
to this as the location area), and an MT performs a loca- 
tion update whenever it enters a new RA. Each RA consists 
of a number of cells; and, in general, all base stations 
belonging to the same RA are connected to the same MSC. 

When an MT enters an RA, if the new RA belongs to 
the same VLR as the old RA, the record at the VLR is 
updated to record the ID of the new RA. Otherwise, if 
the new R A  belongs to a different VLR, a number of 
extra steps are required to: 

Register the MT at the new serving VLR 
W Figure 2. SS7network. U i d a t e  the HLR to record the-ID of the new 
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serving VLR 

old serving VLR 
* Deregister the MT at the 

Figure 3 shows the location 
registration procedure when an 
MT moves to  a new RA. The 
following is the ordered list of 
tasks that are performed dur- 
ing location registration: 
1.The MT enters a new RA 

and transmits a location 
update  message to  the 
new base station. 

2.The base station forwards 
the location update mes- 
sage to the MSC through 
a wired link, which launch- 
es a registration query to 
its associated VLR. 

3.The VLR updates its 

set up a connection from the 
calling MT to the serving MSC 
of the called MT. Since each 
MSC is associated with an RA, 
and there are more than one 
cell in each RA, a mechanism 
is therefore necessary to deter- 
mine the cell location of the 
called MT. In current PCS net- 
works, this is achieved by a 
paging (or alerting) procedure 
such that  polling signals are  
broadcast to all cells within the 
residing RA of the called MT. 
On receiving the polling signal, 
the  MT sends a reply which 
allows the MSC to determine 

Figure 3. Locution registrationprocedures. its current residing cell. 

record on the location of the MT. If the new RA belongs 
to a different VLR, the new VLR determines the address 
of the HLR of the MT from its mobile identification num- 
ber (MINI. This is achieved by a table lookup procedure 
called global title translation. The new VLR then sends a 
location registration message to the WLR; otherwise, 
location registration is complete. 

4. The HLR performs the required procedures to authenti- 
cate the MT and records the ID of the new serving VLR 
of the MT. The HLR then sends a registration acknowl- 
edgment message to the new VLR. 

5 .  The HLR sends a registration cancellation message to 
the old VLR. 

6. The old VLR removes the record of the MT and returns 
a cancellation acknowledgment message to the HLR. 
Depending on the distance between the current and home 

locations of the MT, in steps 3, 4, 5, and 6 the signaling mes- 
sages may have to go through several intermediate STPs 
before reaching their destinations. Therefore, the location 
registration may generate a significant traffic load to the SS7 
network. As the number of mobile subscribers keeps increas- 
ing, the delay for completing a location registration may 
increase. A number of methods for reducing these signaling 
costs are discussed later. 

CALL DELIVERY 
Two major steps are involved in call delivery: determining 
the serving VLR of the called MT, and locating the visiting 
cell of the called MT. Locating the serving VLR of the MT 
involves the following database lookup procedure (Fig. 4): 
1.The calling MT sends a call initiation signal to  the 

serving MSC of the MT through a nearby base station. 
2.The MSC determines the address of the HLR of the 

called MT by global title translation and sends a loca- 
tion request message to the HLR. 

3.The HLR determines the serving VLR of the called 
MT and sends a route request message to the VLR. 
This VLR then forwards the message to the MSC 
serving the MT. 

4. The MSC allocates a temporary identifier called tem- 
porary local directory number (TLDN) to the MT and 
sends a reply to the HLR together with the TLDN. 

5. The HLR forwards this information to the MSC of the 
calling MT. 

6.The calling MSC requests a call setup to  the called 
MSC through the SS7 network. 
The procedure described above allows the network to 

RECENT RESEARCH ON LOCATION 
MANAG EM ENT 

LOCATION REGISTRATION AND CALL DELIVERY 

Location registration involves updating location databases 
when current location information is available. On the other 
hand, call delivery involves the querying of location databases 
to determine the current location of a called MT. These can 
be costly processes, especially when the MT is located far 
from its assigned HLR. For example, if the MT is currently 
roaming in San Francisco and its HLR is in Atlanta, a loca- 
tion registration message is transmitted from San Francisco to 
Atlanta whenever the MT moves to a new RA that belongs to 
a different VLR. Under the same scenario, when a call for the 
MT is originated from a nearby MT in San Francisco, the 
MSC of the calling MT must first query the HLR in Atlanta 
before it finds out that the called MT is located in the same 
area as the caller. This may not be a significant problem in 
today's cellular network since the penetration is relatively low. 
As the number of mobile subscribers keeps increasing, the 
volume of signaling traffic generated by location management 
is becoming extremely high 17, 81. Methods for reducing the 
signaling traffic are therefore needed. Research in this area 
generally falls into two categories. First, extensions to the IS- 

H Figure 4. Call deliveryprocedures. 
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41 location management strategy are 
developed which aim to improve the 
IS-41 scheme while keeping the basic 
database network architecture 
unchanged. This type of solution has 
the advantage of easy adaptation to 
the current PCS networks without 
major modification. These schemes 
a re  based on the centralized 
database architecture inherited from 
the IS-41 standard. Another catego- 
ry of research results in completely 
new database architectures which 
require a new set of schemes for 
location registration and call deliv- W Figure 5 .  Per-user location caching scheme. 
ery. Most of these schemes are based 
on distributed database architec- 
tures. We will discuss selected results under each category in 
the following subsections. 

Centralized Database Architectures - In [9 ]  a per-user 
location caching strategy is introduced. The basic idea is that 
the volume of signaling and database access traffic for locat- 
ing an MT can be reduced by maintaining a cache of location 
information at a nearby STP. Whenever the MT is accessed 
through the STP, an entry is added to the cache which con- 
tains a mapping from the ID of the MT to that of its serving 
VLR. When another call is initiated for an MT, the STP first 
checks if a cache entry exists for the MT. If no cache entry for 
the MT exists, the IS-41 call delivery scheme described earlier 
is used to locate the MT. If a cache entry exists, the STP will 
query the VLR as specified by the cache. If the MT is still 
residing under the same VLR, a hit occurs, and the MT is 
found. If the MT has already moved to another location which 
is not associated with the same VLR, a miss occurs, and the 
IS-41 call delivery scheme is used to locate the MT. 

Figure 5 demonstrates the operation of per-user location 
caching. When a call is initiated from MT 1 to MT 2, as indicat- 
ed in Fig. 5 ,  the system can locate MT 2 by using the cached 
information at STP1. As a result, MT 2 is successfully located 
without querying the HLR of MT 2. As compared to the IS-41 
scheme demonstrated in Fig. 4, per-user location caching allows 
the STP to location the VLR of the called MT after only one 
cache database lookup. This is true, however, only when the 
cached location information of the called MT is valid (a hit). 
The cost of per-user location caching is higher than the IS-41 
scheme when a miss occurs. Based on the system parameters, 
the minimum hit ratio required to produce a performance 
gain using per-user location caching needs to be determined. 

In [9], the authors define the local call-to-mobility ratio 
(LCMR) as the average number of calls to an MT from a given 
originating STP divided by the average number of times the 
user changes VLR per unit time. The minimum LCMR nec- 
essary to attain the minimum hit ratio is obtained. In order 
to reduce the number of misses, it is suggested in [lo] that 
cache entries should be invalidated after a certain time inter- 
val. Based on the mobility and call arrival parameters, a T- 
threshold scheme is introduced in [lo] which determines the 
time when a particular cached location information should 
be cleared such that the cost for call delivery can be reduced. 

A userprofile replication scheme is proposed in [ll]. 
Based on this scheme, user profiles are replicated at selected 
local databases. When a call is initiated for a remote MT, 
the network first determines if a replication of the called 
MT's user profile is available locally. If the user profile is 
found no HLR query is necessary, and the network can 

available at the local database. Oth- 
erwise, the network locates the called 
MT following the IS-41 procedures. 
When the MT moves to  another  
location, the network updates all 
replications of the MT's user profile. 
This results in higher signaling over- 
head for location registration. 

Depending on the mobility rate 
of the MT and the call arrival rate 
from each location, this method may 
significantly reduce the signaling 
and database access overhead for 
local management. A scheme is also 
introduced in 1111 which determines 
the replication for each MT. Based 
on their scheme, the replication 

decision is made by a centralized system which must collect 
the mobility and calling parameters of the whole user popula- 
tion from time to time. This may not be feasible in current 
PCS networks because of the large number of PCS network 
providers involved. Besides, generating and distributing the 
replication decision for a large user population is a computa- 
tion-intensive and time-consuming process which may incur a 
significant amount of network bandwidth. Future research 
should focus on the development of distributed user profile 
replication mechanisms. 

Apointer forwarding strategy is introduced in [12]. The 
basic idea is that instead of reporting a location change to the 
HLR every time the MT moves to an area belonging to a dif- 
ferent VLR, the reporting can be eliminated by simply setting 
up a forwarding pointer from the old VLR to the new VLR. 
When a call for the MT is initiated, the network locates the 
MT by first determining the VLR at the beginning of the 
pointer chain and then follows the pointers to  the current 
serving VLR of the MT. To minimize the delay in locating an 
MT, the length of the pointer chain is limited to a predefined 
maximum value, K. When the length of the pointer chain 
reaches K, additional forwarding is not allowed, and location 
change must be reported to the HLR when the next move- 
ment occurs. Figure 6 demonstrates the operation of pointer 
forwarding. Pointers are set up from VLR 1 to VLR 2 and 
from VLR 2 to VLR 3 as the MT moves from MSC 1 to MSC 
2 and from MSC 2 to MSC 3, respectively. For K = 2, the 
pointer chain cannot be extended any further. An additional 
movement from MSC 3 to MSC 4 will result in a location reg- 
istration at the HLR. The original pointers are deleted, and 
the HLR records the ID of the current serving VLR of the 
MT. It is demonstrated that, depending on the mobility and 
call arrival parameters and the value of K, this scheme may 
not always result in a reduction in cost from the original IS-41 
scheme. The authors determine the conditions under which 
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Figure 7. Local anchoringscheme. 

W Figure 8. Distributed hierarchical tree-based database architec- 
ture. 

the pointer forwarding scheme should be used based on the 
system par amet er s. 

A local anchoring scheme is introduced in [13]. Under this 
scheme, signaling traffic due  t o  location registration is 
reduced by eliminating the need to report location changes to 
the HLR. A VLR close to  the MT is selected as its local 
anchor. Instead of transmitting registration messages to the 
HLR, location changes are reported to the local anchor. Since 
the local anchor is close to the MT, the signaling cost incurred 
in location registration is reduced. The HLR keeps a pointer 
to the local anchor. When an incoming call arrives, the HLR 
queries the local anchor of the called MT which, in turn, 
queries the serving VLR to obtain a routable address to the 
called MT. Figure 7 demonstrates the local anchoring scheme. 
Assuming that the local anchor of MT1 is VLR 1, the location 
change is reported to VLR 1 (instead of the HLR) when MT 
1 moves from VLR 2 to VLR 3. The authors introduce two 
schemes for selecting the local anchor for an MT: static and 
dynamic local anchoring. Under static local anchoring, the sew- 
ing VLR of an  MT during its last call arrival 
becomes its local anchor. The local anchor is changed 
when the next call arrival occurs. Static local anchor- 
ing completely eliminates the need to report location 
changes to the HLR. However, similar to the loca- 
tion caching and the pointer forwarding strategies, 
static local anchoring may not always result in per- 
formance improvement. In a similar way, dynamic 
local anchoring changes the local anchor to the sew- 
ing VLR when a call arrives. However, the network 
also makes a decision whether the local anchor for 
an MT should be changed to the new serving VLR 
after each movement based on the mobility and call 

Distributed Database Architectures - A distributed 
database architecture for location registration is proposed in 
[14]. The two-level HLR/VLR database architecture as 
described in the IS-41 standard is replaced by a large number 
of location databases. These location databases are organized 
as a tree with the root at the top and the leaves at the bot- 
tom. The MTs are associated with the leaf (lowest-level) loca- 
tion databases, and each location database contains location 
information for the MTs residing in its subtree. Figure 8 
demonstrates the operation of the proposed scheme. Given 
that an MT, MT 1, is located at RA 1, an entry exists for MT 
1 in each database along the path from its current location to 
the root of the tree. 

The entries for MT 1 at these databases are as shown in 
Fig. 8. When a call is initiated, the network locates the called 
MT by following its database entries; for example, if a call for 
MT 1 is initiated by MT 2, as shown in Fig. 8. The call request 
is received by node A. Since the database of node A does not 
have an entry for MT 1, the call request is forwarded to node 
B and so on. When the request finally reaches node D, an 
entry for MT 1 is found and the location of MT 1 determined 
after another three database lookups, as demonstrated in Fig. 
8. When an MT moves to an RA that belongs to a different 
leaf database, the corresponding databases are updated to 
indicate the correct location of the MT. When compared to 
schemes based on a centralized database architecture, such as 
the IS-41 scheme, the proposed scheme reduces the distance 
traveled by signaling messages. However, this scheme increas- 
es the number of database updates and queries, and thus 
increases the delay in location registration and call delivery. 

Apartitioning scheme for the fully distributed database 
hierarchy is introduced in [15]. Since the mobility pattern of 
MTs varies among locations, partitions can be generated by 
grouping location servers among which the MT moves fre- 
quently. Based on the scheme introduced in [15], location reg- 
istration is performed only when the MT enters a partition. 
Figure 9 shows the partitions for a particular PCS network. 
Partition P2 consists of five location servers that have a least 
common ancestor location server LS 2. When an MT moves 
into partition P2, LS 2 is updated to indicate that the MT is 
residing in its subtree. No location registration is performed 
when the MT moves to another location server within the 
same partition. This scheme minimizes the number of location 
registrations in areas where the mobility rate of the MTs is 
high. Simulation results demonstrate that the partitioning 
scheme is effective in reducing the signaling message cost. 
However, the cost reduction depends on the mobility and call 
arrival patterns as well as the method used for searching the 
subtree. Further study is needed to determine the effective- 
ness of this scheme under various parameters. 

ari iva l  parameters. It I >  dcmonstiattcl thal the cost 
tor  dynamic local anchoring IS alway> lowcr than  or 
eciunl t o  that of thc oliriiiLd IS41  \chc.nic.. " 

Figure 9. Partitioning scheme. 
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In [ 161, another distributed database architecture similar to 
that discussed in [14] is introduced. Here, MTs may be locat- 
ed at any node of the tree hierarchy (not limited to the leaf 
nodes). The root of the tree contains a database, but it is not 
necessary for other nodes to have databases installed. These 
databases store pointers for MTs. If an MT is residing at the 
subtree of a database, a pointer is set up in this database 
pointing to the next database along the path to the MT. If 
there is no other database along this path, the pointer points 
to the residing node of the MT. When a call for an MT is ini- 
tiated at a node on the tree, the called MT can be located by 
following the pointers of the MT. Figure 10 shows the opera- 
tion of this scheme. We assume that a call is initiated at node 
A and the called MT is located at  node B. The  path for Figure I O .  Distributed database architecture. 
searching the called MT is given in Fig. 10. If a database that 
does not contain a pointer for the called MT is reached, the 
next database along the path to the root is queried. Given the 
system parameters, such as the rate of movement between 
location areas, the authors introduce a method for determin- 
ing the database placement which reduces the number of 
database accesses and updates. 

LOCATION UPDATE AND TERMINAL PAGING 
As discussed previously, current PCS networks partition their 
coverage areas into a number of registration areas (RAs). 
Each RA consists of a group of cells, and each MT performs a 
location update when it enters an U. When an incoming call 
arrives, the network locates the MT by simultaneously paging 
all cells within the RA. There are a number of inefficiencies 
associated with this location update and paging scheme: different MTs because the MTs must be able to identify the 

Excessive location updates may be performed by MTs boundaries of RAs which arc continuously changing. The 
that are located around RA boundaries and make fre- implementation of this scheme is complicated when cells are 
quent movements back and forth between two M s .  hexagonal or, in the worst case, when irregular cells are used. 
Requiring the network to poll all cells within the RA 
each time a call arrives may result in an excessive volume 
of wireless broadcast traffic. Time-based .- An MT performs location updates periodical- 
The mobility and call arrival patterns of MTs vary, and it ly at a constant time interval AT. Figure 12 shows the path of 
is generally difficult to select an RA size that is optimal an MT. If a location update occurred at location A at time 0, 
for all users. An ideal location update and paging mecha- subsequent location updates will occur at locations B, C ,  and 
nism should be able to adjust on a per-user basis. D if the MT moves to these locations at times AT, 2AT, and 
The RA-based location update and paging scheme is a static 3AT, respectively. 

scheme because it cannot be adjusted based on the parameters 
of an MT from time to time. Recent research efforts focuses Movement-based - An MT performs a location update 
primarily on dynamic location update mechanisms which per- whenever it completes a predefined number of movements 
form location update based on the mobility of the MTs and across cell boundaries (this number is referred to as the move- 
the frequency of incoming calls. We will describe a number of ment threshold). Figure 13 shows the same path as in Fig. 12. 
dynamic location update and paging Assuming a movement threshold of 3 is 
schemes in this section. used, the MT performs location updates 

A method for calculating the optimal RA at locations B and C, as shown in Fig. 
size given the respective costs for location 13. 
update and cell polling is introduced in [17]. 
The authors consider a mesh cell configura- Distance-based - An MT performs a 
tion with square-shaped cells. Each RA con- location update when its distance from 
sists of k x k cells arranged in a square, and the cell where it performed the last loca- 
the value of k is selected on a per-user basis tion update exceeds a predefined value 
according to mobility and call arrival pat- (this distance value is referred to as the 
terns and cost parameters. As an example, distance hreshold). Figure 14 shows the 
we assume that there are two MTs, MT 1 same path as in Fig. 12. A location 
and MT 2, which have different mobility update is performed at location B where 
and call arrival patterns such that the values the distance of the MT from location A 
of k for MT 1 and MT 2 are 2 and 4, respec- exceeds the threshold distance (the dis- 
tively. Based on the scheme introduced in tance from location A to the thick solid 
[17], Figs. l l a  and b show the RAs for MT line shown in Fig. 14 is equal to  the 
1 and MT 2, respectively. This mechanism threshold distance). 
performs better than the static scheme in The  performance of the above 
which RA size is fixed. However, it is gener- schemes are evaluated in [18] based on a 
ally not easy to use different RA sizes for simplified one-dimensional movement 

Figure 1 1. Registration area for a) k = 2; and b) k = 4. 

Three location update schemes are examined in [18]: 

update scheme. 
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model. Results demonstrate that the dis- 
tance-based scheme produces the best 
performance, but  its implementation 
incurs the highest overhead. For the time- 
based and movement-based schemes, the 
MT has to keep track of the time elapsed 
and the number of movements performed, 
respectively, since the last location 
update. This can be achieved by simply 
implementing a timer or a movement 
counter at the MT. The distance-based 
scheme, however, assumes that the MTs 
have knowledge of the distance relation- 
ships among all cells. The network must 
be able to  Drovide this information to  

this paging scheme. Besides, the trade-off 
between the costs of location update and 
paging is not considered in [22]. 

Recently, location update and paging 
subject to delay constraints was consid- 
ered in [21]. Similar to [19], the authors 
consider the distance-based location 
update scheme. However, paging delay is 
constrained such that the time required to 
locate an MT is smaller than or equal to a 
predefined maximum value. When an  
incoming call arrives, the residing area of 
the MT is partitioned into a number of 
subareas. These subareas are then polled 
sequentially to locate the MT. By limiting 

each MT inAan efficient manner. 
A distance-based location update  

scheme is considered in [19]. The authors 
introduce an iterative algorithm that can 
generate the optimal threshold distance which results in the 
minimum cost. When an incoming call arrives, cells are paged 
in a shortest-distance-first order such that cells closest to the 
cell where the last location update occurred are polled first. 
The delay in locating an MT is therefore proportional to the 
distance traveled since the last location update. Results 
demonstrated that, depending on the mobility and call arrival 
parameters, the optimal movement threshold varies widely. 
This demonstrates that location update schemes should be 
per-user-based and dynamically adjusted according to the cur- 
rent mobility and call arrival pattern of the user. However, the 
number of iterations required for this algorithm to converge 
varies depending on the mobility and call arrival parameters 
considered. Determining the optimal threshold distance may 
require significant computation at the MT. 

A dynamic time-based location update scheme is intro- 
duced in [201. The location update time interval is determined 

Figure 13. Movement-based loca- the  number of polling areas to a given 
value such as N, the time required to  
locate a mobile is smaller than or equal to 
the time required for N polling opera- 

tions. Given the mobility and call arrival parameters, the 
threshold distance, and the maximum delay, an analytical 
model is introduced that generates the expected cost of the 
proposed scheme. An iterative algorithm is then used to 
locate the optimal threshold distance that results in lowest 
cost. It is demonstrated that the cost is lowest when the maxi- 
mum delay is unconstrained. However, by slightly increasing 
the maximum delay from its minimum value of 1, the cost is 
significantly lowered. 

Another  scheme using the movement-based location 
update is reported in [23]. Similar to [21], paging delay is con- 
fined to a maximum value. Movement-based location update 
schemes have the advantage of simple implementation. The 
MTs do not need to know the cell configuration of the net- 
work. The scheme introduced in [23] is feasible for use in cur- 
rent PCS networks. 

tion update scheme. 

after each'movement based on the probability distribution of the 
call interarrival time. This scheme does not make any specific 
assumptions on the mobility pattern of the MTs, and the 
shortest-distance-first paging scheme as described in [19] is used. 
It is demonstrated that the results obtained are close to the 
optimal results given in [21]. The computation required by 
this scheme is low, and it is therefore feasible for application 
in MTs that have limited computing power. Similar to the scheme 
described in [19], the drawback is that paging delay is not con- 
strained. The time required to locate an MT is directly propor- 
tional to the distance traveled since the 
last location update 

In [22], paging subject to delay con- 
straints is considered. The authors assume 
that the network coverage area is divided 
into location areas, and thc probability 
that an MT is residing in a location area 
is given. I t  is demonstrated that  when 
delay is unconstrained, the polling cost is 
minimized by sequentially searching the 
location areas in decreasing order of prob- 
ability of containing the MT. For  con- 
strained delay, the authors obtain the 
optimal polling sequence that results in the 
minimum polling cost. However, the authors 
assume that the probability distribution of 
user location is provided. This probability 
distribution may be user-dependent. A 
location update and paging scheme that 
facilitates derivation of this probability 
distribution is needed in order to apply 

CONCLUSIONS AND FUTURE RESEARCH 
n this article, we discussed a number of research results in I mobility management. While it is true that each of the pro- 

posed schemes can improve the IS-41 mobility management 
strategy to a certain extent, it is difficult to select a scheme 
that clearly outperforms the others under all system parame- 
ters. In most cases, the performance of the proposed schemes 
exceeds that of the IS-41 only under certain mobility and call 
arrival parameters. When a different set of parameters is 

used, the performance may be changed 
significantly. It is, however, possible for us 
to make several general observations on 
the design of mobility management 
schemes. In the following subsections, we 
will discuss these observations for 
e Location registration and call delivery 
8 Location update and paging 

LOCATION REGISTRATION AND CALL 
DELIVERY 

W Figure 14. Distance-based locatioa 
update scheme. 

As described previously, recent research 
efforts in location registration and call 
delivery are based on either the central- 
ized or distributed database architectures. 
The  centralized approach records the 
location information of all MTs in the 
centralized HLR. Signaling messages are 
exchanged between the current location 
of an MT and the HLR during location 
registration and call delivery. As the num- 
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ber of MTs increases, the signaling traffic may significantly 
degrade the performance of the PCS network. One undesir- 
able consequence is that the connection setup delay may 
become very high. On the other hand, an advantage of the 
centralized approach is that the number of database updates 
and queries for location registration and call delivery is rela- 
tively small. This minimizes the delay due to database access- 
es. The distributed database approach has the advantage that 
database accesses are localized. An update or query to a far- 
away database is executed only when necessary. However, the 
number of database accesses required for location registration 
and call delivery is significantly increased from the centralized 
approach. Careful design is needed to ensure that database 
accesses will not significantly increase the signaling delay. 

Based on these observations, it is likely that the ideal 
architecture should lie between the centralized and fully dis- 
tributed approaches. In fact, in order to attain better cost 
effectiveness, most of the ongoing research efforts either try to: 

Increase the distribution of location information under a 
centralized database architecture, such as the results 
reported in [12, 131 
Limit the distribution of location information in a dis- 
tributed database architecture, such as the results report- 
ed in [15, 161 

Besides, mobility and call arrival patterns vary among users, it 
is highly desirable that the location registration and call deliv- 
ery procedures can be adjusted dynamically on a per-user 
basis. Dynamic schemes usually require the on-line collection 
and processing of data. This may consume significant comput- 
ing power, and careful design is necessary so that the compu- 
tation can effectively be supported by the network. 

Future research in location registration and call delivery 
should focus on the design of network architectures that com- 
bine, to a certain degree, the centralized and fully distributed 
approaches. Dynamic schemes for limiting or enhancing the 
distribution of location information on a per-user basis should 
be considered. 

LOCATION UPDATE AND PAGING 
As discussed in previously, there are two types of location 
update and paging schemes: static and dynamic. Static 
schemes have the disadvantage that they cannot be adjusted 
according to the parameter of the individual user. For exam- 
ple, under the RA-based location update scheme, the RA size 
most suitable for one user may be ineffectual for another 
user. Most of the recent research efforts focus on the develop- 
ment of dynamic location update and paging schemes. Dynam- 
ic schemes allow on-line adjustments based on the 
characteristics of each individual MT. For example, when the 
distance-based location update scheme is used, a different dis- 
tance threshold can be assigned to each MT based on its 
mobility and call arrival pattern. However, some of these 
schemes require information, such as the distance between 
cells, that is not generally available to the MTs. Besides, the 
operation of dynamic schemes may require significant com- 
puting power. Implementation of a computation-intensive 
scheme in an MT may not be feasible. 

Future research should focus on the design of dynamic 
location update and paging schemes that are simple to imple- 
ment. Most of the schemes are based on simplified assump- 
tions. For example, the random walk mobility model is used in 
a number of proposed schemes such that the direction of trav- 
el of each MT is uniformly distributed. We believe that most 
of these schemes can be improved by considering more realis- 
tic assumptions. 
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