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Abstract—Networking together hundreds or thousands of cheap  In order to design good protocols for wireless microsensor
microsensor nodes allows users to accurately monitor a remote en- networks, it is important to understand the parameters that are

vironment by intelligently combining the data from the individual g |eyant to the sensor applications. While there are many ways
nodes. These networks require robust wireless communication pro-

tocols that are energy efficient and provide low latency. In this in which the properties of.asenso.r network protocol can be eval-
paper, we develop and analyze low-energy adaptive clustering hier- Uated, we use the following metrics.

archy (LEACH), a protocol architecture for microsensor networks

that combines the ideas of energy-efficient cluster-based routing A. Ease of Deployment

and media access together with application-specific data aggrega- .

tion to achieve good performance in terms of system lifetime, la- Sensor networks may contain hundreds_or thousands  of
tency, and application-perceived quality. LEACH includes a new, Nnodes, and they may need to be deployed in remote or dan-
distributed cluster formation technique that enables self-organiza- gerous environments, allowing users to extract information

tion of large numbers of nodes, algorithms for adapting clusters in ways that would not have been possible otherwise. This

and rotating cluster head positions to evenly distribute the energy requires that nodes be able to communicate with each other

load among all the nodes, and techniques to enable distributed even in the absence of an established network infrastructure
signal processing to save communication resources. Our results

show that LEACH can improve system lifetime by an order ofmag- and predefined node locations.
nitude compared with general-purpose multihop approaches.

Index Terms—bata aggregation, protocol architecture, wireless B. System Lifetime

microsensor networks. These networks should function for as long as possible. It may
be inconvenient or impossible to recharge node batteries. There-
| INTRODUCTION fore, all aspe_cts of the node, from the hardwa_re_ to the protocols,
. _ must be designed to be extremely energy efficient.
DVANCES iN sensor technology, low-power electronics,
and low-power radio frequency (RF) design have enablé€ Latency

the development of small, relatively inexpensive and low-power b4 from sensor networks are typically time sensitive, so it

sensors, callethicrosensorsthat can be connected via a wire4g important to receive the data in a timely manner.

less network. These wireless microsensor networks represent a

new paradigm for extracting data from the environment and ep: Quality

able the reliable monitoring of a variety of environments for ap- . .
The notion of

plications that include surveillance, machine failure dlagn05|§ : o .
. . . ! . ifferent than in traditional wireless data networks. For sensor
and chemical/biological detection. An important challenge in . :
networks, the end user does not require all the data in the

the design of these networks is that two key resources—con-

munication bandwidth and energy—are significantly more ”mn_etwork because 1) the data from neighboring nodes are highly

ited than in a tethered network environment. These constrairclf)srrelated’ making the data redundant and 2) the end user

L i . . : cgres about a higher-level description of events occurring in
require innovative design techniques to use the available ba'fhé environment being monitored. The quality of the network
width and energy efficiently. :

is, therefore, based on the quality of the aggregate data set,
so protocols should be designed to optimize for the unique,
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Il. BACKGROUND not suited for microsensor networks. LEACH builds on this
rk by creating a new ad-hoc cluster formation algorithm that

Since both device and battery technology have only recen ; ) C
={ter suits microsensor network applications.

matured to the point where microsensor nodes are feasible,
is a fairly new field of study. Researchers have begun discussing
not only the uses and challenges facing sensor networks [2], ll. LEACH PROTOCOLARCHITECTURE

[7], [20], but have also been developing preliminary ideas as to1, meet the unique requirements of wireless microsensor
how these networks should function [4], [5], [13] as well as thﬁetworks, we developed LEACH, an application-specific
appropriate low-energy architecture for the sensor nodes thespstocol architecture [10], [11]. The application that typical
selves [6], [21]. microsensor networks support is the monitoring of a remote
There have been some application-specific protocols devghyironment. Since individual nodes’ data are often correlated
oped for microsensor networks. Claeal. developed a time- in a microsensor network, the end user does not require all
divison multiple-access (TDMA) MAC protocol for low-energythe (redundant) data; rather, the end user needs a high-level
operation [5]. Using a TDMA approach saves energy by akinction of the data that describes the events occurring in the
lowing the nodes to remain in the sleep state, with radios posrvironment. Because the correlation is strongest between data
ered-down, for a long time. Intanagonwiveital. developed di- signals from nodes located close to each other, we chose to
rected diffusion, a protocol that employs a data-driven modeltise a clustering infrastructure as the basis for LEACH. This
achieve low-energy routing [13]. allows all data from nodes within the cluster to be processed
Recently, there has been much work on “power-awaré&cally, reducing the data set that needs to be transmitted to
routing protocols for wireless networks [19], [25]. In theséhe end user. In particular, data aggregation techniques can be
protocols, optimal routes are chosen based on the energy$gd to combine several correlated data signals into a smaller
each node along the route. Routes that are longer, but whigt of information that maintains theffectivedata (i.e., the
use nodes with more energy than the nodes along the shoté@rmation content) of the original signals [9]. Therefore,
routes, are favored, helping avoid “hot spots” in the networkauch less actual data needs to be transmitted from the cluster

In LEACH, we use randomized rotation of the cluster hed@ the base station (BS). .
positions to achieve the same goal. For the development of LEACH, we made some assumptions

One method of choosing routes is to use “minimum transmidbout the sensor nodes and the underlying network model. For

sion energy” (MTE) routing [8], [24], where intermediate nodet;he sensor nodes, we assume that all nodes can transmit with

are chosen such that the sum of squared distances (and, heffe@Ugh power to reach the BS if needed, that the nodes can

the total transmit energirx (d), assuming @2 power loss) is use power control to vary the amount of transmit power, and

minimized. Thus. for three nodes A. B. and C. node A woulthat each node has the computational power to support different
transmit to. node C through node B i% ar;d only i’f AC pro_tocols and perform signal processing fqnctions. These.

assumptions are reasonable due to technological advances in

Erx(d=dap) + Erx(d =dpc) < Erx(d =dac) (1) radio hardware and low-power computing. For the network, we
p puting

ord?, + d%. < d?. This approach ignores the energy disuS€ & model where nodes always have data to send to the end
sipated in the radio to send and receive the data and, theref§ge" @nd nodes located close to each other have correlated data.
may not actually produce the lowest energy routes. Although LEACH is optimized for this situation, it will continue

Another method of wireless communication is to uées- © \_/vork if it were not true. In Section V, we discuss ways in
tering. In this case, nodes send their data to a cermfradter which LEACH may be improved when these assumptions do
headthat forwards the data to get it closer to the desired reciB(-)t hold. he nod e th ves into local cl
ient. Clustering enables bandwidth reuse and can, thus, increa%I LEACH, the noades organize themselves into local clusters,
system capacity. Using clustering enables better resource allgn) one nodg actlng as the cluster head. Al non.-cluster head
cation and helps improve power control [14] nodes transmit _thelr data to the cluster head, while the cluster

' head node receives data from all the cluster members, performs
gnal processing functions on the data (e.g., data aggregation),
. . . > Ud transmits data to the remote BS. Therefore, being a cluster
tering architectures in an ad-hoc fashion [3], [15], [23]. Ea”Kead node is much more energy intensive than being a non-
work by Bakeret al. developed a linked cluster architectureeluster head node. If the cluster heads were chaggiori and
where nodes are assigned to be either ordinary nodes, CIUgiglq throughout the system lifetime, these nodes would quickly
head nodes, or gateways between different clusters [3]. T@& yp their limited energy. Once the cluster head runs out of en-
cluster heads act as local control centers, whereas the ggigy, it is no longer operational, and all the nodes that belong to
ways act as the backbone network, transporting data betwegg c|uster lose communication ability. Thus, LEACH incorpo-
clusters. This enables robust networking with point-to-poiftes randomized rotation of the high-energy cluster head posi-
connectivity. Another ad-hoc clustering protocol, the near terfibn among the sensors to avoid draining the battery of any one
digital radio (NTDR), uses a clustering approach with a two-tigfensor in the network. In this way, the energy load of being a
hierarchical routing algorithm [23]. Nodes form local clustersluster head is evenly distributed among the nodes.
and intra-cluster data are sent directly from one node to theThe operation of LEACH is divided intmunds Each round
next, whereas inter-cluster data are routed through the cludsegins with a set-up phase when the clusters are organized, fol-
head nodes. This protocol enables point-to-point connectiviggwed by a steady-state phase when data are transfered from
and does not use low-energy routing or MAC; therefore, it ithe nodes to the cluster head and on to the BS, as shown in
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Spyp  Seadystate , Fepe % This ensures that the energy at all nodes are approximately equal
: to each other after every/k rounds. Using (3) and (4), the

expected number of cluster heads per round is
Fig. 1. Time line showing LEACH operation. Adaptive clusters are formed N
during the set-up phase and data transfers occur during the steady-state phase.
Bion =3 P «1
=1

Time

Fig. 1. The following sections describe the cluster head selection N k
and distributed cluster formation algorithms and the steady-state =N —Fkx*|rmod %)) TN ke (r mod )
operation of LEACH. .

=k. ®)
A. Cluster Head Selection Algorithms In Section IV-B, we analytically determine the optimal

¢ | b . distributed aldorith based on our energy dissipation models for computation and
LEACH forms clusters by using a distributed algoritl Meammunication.

where nodes make autonomous decisions without any central-l-hiS choice of probability for becoming a cluster head is

ized control. Our goal is to c_iesignacluster formatic_m algorithbcad on the assumption that all nodes start with an equal
such that thef‘? are a certain ngmbgr of clustersluring each amount of energy, and that all nodes have data to send during
round. In addition, if nodes begin with equal energy, our goal [§, .1, frame. If nodes have different amounts of energy (or an
to try to evenly distribute the energy load among all the N0dg§en; griven model is used, whereby nodes only send data
in the network so that there are no overly-utilized nodes that ., some event occurs in the environment), the nodes with
will un out of energy before t_he others. As beir)g a cluster heﬂqore energy should be cluster heads more often than the nodes
node is much.more energy intensive than bemg a non-clusfgfy, egs energy, to ensure that all nodes die at approximately
head node, this requires that each node take its turn as C'”ﬁ%%rsame time. This can be achieved by setting the probability
head. . . .. of becoming a cluster head as a function of a node’s energy
Each sensarelects itselfto be a cluster head at the beginning, | reative to the aggregate energy remaining in the network,

of roundr + 1 (which starts at time) with probability Fi(¢). " rather than purely as a function of the number of times the node
P;(t) is chosen such that the expected number of cluster h been cluster head. Thus

nodes for this round i&. Thus, if there aréV nodes in the net-

. E;(¢)
work (1) = i\
P;(t) = min { oo (D k, 1} (6)
N .
E[#CH] = Z Pit) #1 = k. @ whereFE;(t) is the current energy of nodeand
i=1

N
Etotal(t) = Z Ei (t) (7)
Ensuring that all nodes are cluster heads the same number of i=1

times requires each node to be a cluster head onc¥/ih  ysing these probabilities, the nodes with higher energy are more

rounds on average. ff;(?) is the indicator function determining jikely to become cluster heads than nodes with less energy. The
whether or not nodéhas been a cluster head in the most recegkpected number of cluster head nodés is

(r mod (N/k)) rounds (i.e.,C;(t) = 0 if node has been a N
cluster head and one otherwise), then each node should ChoﬁfﬁCH] _ ZPi(t) w1 <E1(t) I E]\f(t)) e
=1

to become a cluster head at roundith probability Eiotal Etotal
(8)
Pi(t) = Wmod%) : Ci(t) =1 3) Equation (6) can be approximated by (3) when the nodes begin
o C Ot =0 with equal energy [10].

To use the probabilities in (6), each node must have an es-
Therefore, only nodes that have not already been cluster he@igmte of the total energy of all nodes in the network. This re-
recently, and which presumably have more energy available thguires a routing protocol that allows each node to determine the
nodes that have recently performed this energy-intensive funetal energy, whereas the probabilities in (3) enable each node to
tion, may become cluster heads at round 1. make completely autonomous decisions. One approach to avoid
The expected number of nodes that have not been clusteis might be to approximate the aggregate node energy by mul-
heads in the first rounds isN — k = r. After N/k rounds, all tiplying the average energy of the nodes in each cluste¥ by
nodes are expected to have been cluster head once, followinflote that to compute the probabilities in (3) and (6) requires
which they are all eligible to perform this task in the next sehat each node knows the parameterand V. In this paper,
quence of rounds. Sinag;(t) is one if node is eligible to be a we assume these parameters are programmed into the aodes
cluster head at timeand zero otherwise, the terﬁjfvzl C;(t) priori. However, this approach does not work well in dynamic
represents the total number of nodes that are eligible to baetworks. As we show in Section I1V-B, the optimal number of
cluster head at time and clustersk is a function of the number of node$ distributed

N throughout anM x M region of space. Therefore, the nodes

> Ci(t)

i=1

N
E =N —k=x <r mod Z) . (4) INote that if any nodé hasE; > (Ei.ta1/k), which occurs with a small but

nonzero probability, the expected number of cluster heads will be les&than




HEINZELMAN et al: AN APPLICATION-SPECIFIC PROTOCOL ARCHITECTURE FOR WIRELESS MICROSENSOR NETWORKS 663

N Wait for
clust‘:m‘;gzc;atus T T cluster-head
- announcements
P
\ -~ \
Wait for Send Join-Request
Join-Request — — <--| message to chosen
messages cluster-head
~
Create TDMA .
Wait for schedule
schedule and send to | __ L from cluster-Head

cluster members
t=0

\

Steady-state 15
operation for
t=T ,.ng SECONMS 10

t=0

|
N

K

|
n
S
L
o
L
o
|

o
o+
&l
o
o
n
S
IS
o

Fig. 2. Flowchart of the distributed cluster formation algorithm for LEACH.
0

only need to determind& assuming there is a predefined spec. -
ification for M. To do this, nodes can send “hello” message
to all neighbors within a predetermined number of hops (to af ™|
proximated!). Each node can count the number of “hello” mes-is
sages itreceives—this is that node’s estimaté\fom he desired
number of clusters can then be determined based on these pi*’|
rameters. This approach allows LEACH to adapt to changin_,; X s .
networks at the cost of increased overhead. e e s e s e B

Fig. 3. Dynamic cluster formation during two different rounds of LEACH. All
B. Cluster Formation Algorithm nodes marked with a given symbol belong to the same cluster, and the cluster
' head nodes are marked wiéh

Once the nodes have elected themselves to be cluster heads
using the probabilities in (3) or (6), the cluster head nodes m
let all the other nodes in the network know that they have chosen . ) \
this role for the current round. To do this, each cluster head nod ting of the node’s I!D and the cluster head's ID.
he cluster heads in LEACH act as local control centers to

broadcasts an advertisement message (ADV) using a nonpersis- = . . ;
tent carrier-sense multiple access (CSMA) MAC protocol [18;§ord|nate the data transmissions in their cluster. The cluster

This message is a small message containing the node’s ID a dnode setsupa TDMA schedule and transmits this schedu_le
header that distinguishes this message as an announcement fgdoe nodes 'g t?e cluster. This %nslures Itlhat tr;ﬁre a:jg no colli-
sage. Each non-cluster head node determines its cluster for ?‘r\?gts afmon% aa rres;sagesdan da sto g C:WS de :‘fa tIO IIC(t)'mpo_
round by choosing the cluster head that requires the minim[fin's 0! €ach non-cluster head node to be turned off at al imes
communication energy, based on tleeeived signal strength except during t_he|_r Fransmlt time, thus reducing the energy con-
of the advertisement from each cluster head. Assuming sy imed by the |nd|V|(_juaI sensors. After the TDMA sphedule IS
metric propagation channels for pure signal strength, the clus Qro"\{?] bytall god?stln the cll;ster,;hte stet—up pha;e IS comty))le'ge
head advertisement heard with the largest signal strength is%%i € steady-state operation (data transmission) can begin.

C protocol. This message is again a short message, con-

cluster head that requires the minimum amount of transmit ef)- owchart of this distributed cluster formation algorithm is

ergy to communicate with. Note that typically this will be theownin F|g.. 2. Fig. 3 shows an example of the clusters formed
cluster head closest to the sensor, unless there is an obstacledfrlﬁ'—ng two different rounds of LEACH.
peding communication. Inthe case of ties, arandom cluster head
is chosen. C. Steady-State Phase

After each node has decided to which cluster it belongs, it The steady-state operation is broken into frames, where nodes
must inform the cluster head node that it will be a member of tlsend their data to the cluster head at most once per frame during
cluster. Each node transmits a join-request message (Join-RE@)r allocated transmission slot. The duration of each slot in
back to the chosen cluster head using a nonpersistent CSMAich a node transmits data is constant, so the time to send a
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e Setup ———e______ Steadystalo > Therefore, there will be few overlapping transmissions and
Slot for . Slot for . . .
Clusters formed | Inod’e‘i lnoaai | oo _ little spreading of the data is actually needed to ensure a low
- » Time e .
Frame — probability of collision.

Fia 4. Timeline showing LEACH ion. Datat o it Data is sent from the cluster head nodes to the BS using a

9. 4. Ime line showing operation. Data transmissions are explici .

scheduled to avoid collisions and increase the amount of time each non-clug?é?d spreading code ar_1d CSMA. \_Nhen a cluster head has data

head node can remain in the sleep state. to send (at the end of its frame), it must sense the channel to
see if anyone else is transmitting using the BS spreading code.

frame of data depends on the number of nodes in the clustkepo. the cluster head waits to transmit the data. Otherwise, the
Fig. 4 shows the time line for one round of LEACH. We astluster head sends the data using the BS spreading code.
sume that the nodes are all time synchronized and start the set-ugther channelization techniques, such as having each cluster
phase at the same time. This could be achieved, for example Us§ a different frequency band (e.g., FDMA), are possible. How-
having the BS send out synchronization pulses to the nodes €Ver, since the number of clusters in LEACH is not fixed, using
To reduce energy dissipation, each non-cluster head nd@SS ensures that all nodes will receive better communication
uses power control to set the amount of transmit power basgtgnnels when there are fewer clusters. Itis much harder to dy-
on the received strength of the cluster head advertise?ner{iﬁmlca|_|y assign frequenpy l:_)ands so that all the bandwidth is
Furthermore, the radio of each non-cluster head node is turrtétized in a fixed channelization scheme. Of course, the draw-
off until its allocated transmission time. Since we optimize odtack of using DSSS is the need for tight timing synchronization,
design for the situation when all the nodes have data to sendMich may necessitate extra communication between the cluster
the cluster head, using a TDMA schedule is an efficient use @¢ad and the non-cluster head nodes.
bandwidth and represents a low-latency and energy-efficient
approach. D. LEACH-C: BS Cluster Formation
The cluster head must be awake to receive all the data from thgyhile there are advantages to using LEACHSs distributed

nodes in the cluster. Once the cluster head receives all the dafdster formation algorithm, this protocol offers no guarantee
it performs data aggregation to enhance the common signal gbut the placement and/or number of cluster head nodes.
reduce the uncorrelated noise among the signals. In our argihce the clusters are adaptive, obtaining a poor clustering
ySiS, we assume perfect correlation such that all individual Si%t-up during a given round will not greaﬂy affect overall
nals can be combined into a single representative signal. Th&formance. However, using a central control algorithm to
resultant data are sent from the cluster head to the BS. Sincefligh the clusters may produce better clusters by dispersing
BS may be far away and the data messages are large, this figed cluster head nodes throughout the network. This is the
high-energy transmission. basis for LEACH-centralized (LEACH-C), a protocol that uses
The preceding discussion describes communication withincentralized clustering algorithm and the same steady-state
a cluster, where the MAC and routing protocols are designggbtocol as LEACH.
to ensure low energy dissipation in the nodes and no collisionspuring the set-up phase of LEACH-C, each node sends in-
of data messages within a cluster. However, radio is inherenf¢mation about its current location (possibly determined using
a broadcast medium. As such, transmission in one cluster V§lGPS receiver) and energy level to the BS. In addition to de-
affect (and often degrade) communication in a nearby clustgfrmining good clusters, the BS needs to ensure that the energy
To reduce inter-cluster interference, each cluster in LEAC|dad is evenly distributed among all the nodes. To do this, the BS
communicates using direct-sequence spread spectrum (DSg&pputes the average node energy, and whichever nodes have
Each cluster uses a unique spreading code; all the nodesjiergy below this average cannot be cluster heads for the current
the cluster transmit their data to the cluster head using thisund. Using the remaining nodes as possible cluster heads, the
spreading code and the cluster head filters all received enegs finds clusters using the simulated annealing algorithm [16]
using this spreading code. This is knowntemnsmitter-based tg solve the NP-hard problem of findirigoptimal clusters [1].
code assignmerftL2], since all transmitters within the clusterthis algorithm attempts to minimize the amount of energy for
use the same code. The first cluster head to advertise its positig@ non-cluster head nodes to transmit their data to the cluster
is assigned the first code on a predefined list, the second clugigad, by minimizing the total sum of squared distances between
head to advertise its position is assigned the second code, ai¢he non-cluster head nodes and the closest cluster¢head.
so on? With enough spreading, neighboring clusters’ radio Once the cluster heads and associated clusters are found, the
Signals will be filtered out as noise during decorrelation and NBKS broadcasts a message that contains the cluster head ID for
corrupt the transmission from nodes in the cluster. To reduggch node. If a node’s cluster head ID matches its own ID, the
the possibility of interfering with nearby clusters and reduce itfode is a cluster head; otherwise, the node determines its TDMA
own energy dissipation, each node adjusts its transmit powglbt for data transmission and goes to sleep until it is time to
2To ensure connectivity in a dynamic environment, the node can either settﬁgnsmlt data. The steady-state phase of LEACH-C is identical

transmit power slightly greater than the minimum needed to reach the cludi@rthat of LEACH.
head, or the cluster head can send short feedback messages to each of the nodes

telling them to increase or decrease their transmitted power, as is done in cellulaicommunication energy often does not scale exactly with distance. How-
systems. ever, gathering information about the communication channel between all nodes

3If there are more clusters than spreading codes, some clusters will useithienpractical. Using distance calculated from the nodes’ GPS coordinates is,
same code, possibly causing data collisions if the clusters are located closthésefore, an approximation to the energy that will be required for communica-
each other. tion.
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Fig. 5. Radio energy dissipation model.
IV. ANALYSIS AND SIMULATION OF LEACH A. Experiment Setup

For even moderately-sized networks with tens of nodes, itFOr our experiments, we used a 100-node network where

. - . : . 'nodes were randomly distributed between= 0, y = 0) and
is extremely difficult to analytically model the interactions : . '
Y yrcaly — 100, y = 100) with the BS at locationf = 50, y — 175).

between all the nodes. Therefore, we used the network si%fk .
ulator ns [17] to evaluate LEACH and compare it to other e bandwidth of the channel was set to 1 Mb/s, each data

protocols. We compare LEACH to LEACH-C, MTE routing,message was 500 bytes long, and the packet header for each

and static clustering in terms of system lifetime, energy diy?/?/eogé)saucrzeg;V;?nZISe?]/:)edselﬁggihe radio hardware energv dis-
sipation, amount of data transfer, and latency. The code fs(,)lr ation where the trF;msmitterdissi ates energy to runthg):adio
our experiments can be found at http://www-mtl.mit.edu/re-p P gy

searchficsystems/uamps/cadtools. electronics and the power amplifier, and the receiver dissipates

For MTE routing, each node runs a start-up routine to det&neray to run the radio electronics, as shown in Fig. 5. For the

mine its next-hop neighbor, defined to be the closest node tﬁé({)erlments described here, both the free spatcpdwer loss)

is in the direction of the BS. We assume that each node kno@v@d the multipath fadingif power loss) channel models were

the location of all nodes in the network, to simplify the set-up ol*s.ed’ depending on the distance between the transmitter and re-

MTE routes. In general, some sort of initialization phase WOU&FIVEF[ZZ]. Power control can be used to invert this loss by ap-

be needed where this information is disseminated through ré)prlately setting the power amplifier—if the dlsta.mce 'S I_ess
. .than a threshold,, the free space (fs) model is used; otherwise,
network. Data packets are passed along via next-hop neigh-

bors until they reach the BS. As there is no central control 'snae ?;lté?satrn(cr;pt)hrg?:giléseisidﬁdehus’ o transmit-ait mes-
MTE routing, it is difficult to set up fixed MAC protocols (e.g., 9 P

TDMA), so each node uses CSMA to listen to the channel be- Er.(l,d) =Erg—_clec(l) + ETz—amp(l, d)
fore transmitting data. If the channel is busy, the node backs [Berec + legsd?, d<d,
off; otherwise, the node transmits its data to the next-hop node. = { 1 Eelec + lempd?, d>d,. ©)

As nodes run out of energy, the routes are recomputed to en- . . . )
sure connectivity with the BS. We do not account for the er"fl-nd to receive this message, the radio expends:

ergy requirements or delay for such updates in our simulations. Egr:(l) = Fre—clec(l) = l Felec. (10)
Each node transmits its own data once every,, seconds,
wheretqelay IS S€t to minimize congestion but ensure efficien
use of the channel bandwidth.#f.i., is too small, nodes end

up sending their own data before the previous set of data . )
able to reach the BS. Large queues will build up, there will I stance to the receiver and the acceptable bit-error rate. For the

many collisions of data, and nothing will be transmitted to th%xperlmtents descrlbg n tilsrga[?]eg_:he cgm{?)un;cgtt|on2energy
BS. If tqelay IS too large, the channel is idle when it could p&3rameters are Set aSeie. . o0 n /bit, exs N Y |./m '

used for data transmission. We $gt..,, based onV, the total ande, = 0.0013 pJ/bit/m*. Using our previous experimental
number of nodes in the network, the average number of hop{?&uns [26], the energy for data aggregation is sebipa =

get a message to the BS, and the time it takes a message to%l%.yblt/mgnal.
Verse a smgle hop._ . . .B. Optimum Number of Clusters
For static clustering, nodes are organized into clusters ini- ] )
tially by the BS using the same method as in LEACH-C to en- In LEACH, the cluster formation algorithm was created to en-
sure that good clusters are formed. These clusters and clu§té thatthe expected number of clusters per roubgisystem
heads remain fixed throughout the lifetime of the network. As ip@rameter. We can analytically determine the optimal value of
LEACH and LEACH-C, nodes transmit their data to the clustdyin LEACH using the computation and communication energy
head node during each frame of data transfer (using TDMA aftpdels. Assume that there ahe nodes distributed uniformly
a DSSS spreading code to ensure minimal inter-cluster interfé-2n M x M region. If there are: clusters, there are on av-
ence), and the cluster head aggregates the data and send§'@#eN/k nodes per cluster (one cluster head &hglk) — 1
resultant data to the BS. When the cluster head node’s ene@-cluster head nodes). Each cluster head dissipates energy
is.depleted, the nodes in th? cluster lose communication a-b”ity;Note that this is a simplified model; in general, radio wave propagation is
with the BS and are essentially “dead.” highly variable and difficult to model.

he electronics energyy.i.., depends on factors such as the
igital coding, modulation, filtering, and spreading of the signal,
ereas the amplifier energsd? or e,,,d*, depends on the
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receiving signals from the nodes, aggregating the signals, & o0
transmitting the aggregate signal to the BS. Since the BSis" |
from the nodes, presumably the energy dissipation follows tl

multipath model ¢* power loss). Therefore, the energy dissi=ss
pated in the cluster head node during a single frame is

N N
Ech = Eelec <E - 1) +1Epa— + 1 Eeec + lempdiops

k
(11)
wherel is the number of bits in each data messafjggs is
the distance from the cluster head node to the BS, and we hi
assumed perfect data aggregation.
Each non-cluster head node only needs to transmit its dateg s
the cluster head once during a frame. Presumably the dista
to the cluster head is small, so the energy dissipation follows t 25
Friss free-space modef{ power loss). Thus, the energy usec

in each non-cluster head node is 1 2 3 4 5 6 7 8 9 10 1t
Fig. 6. Average energy dissipated per round in LEACH as the number of

Number of clusters
2
Enon—CH = lEelec + lefsdtOCH (12)
: : usters is varied between 1 and 11. This graph shows that LEACH is most
whered;,cp is the distance from the node to the cluster heagﬁergy efficient when there are between 3 and 5 clusters in the 100-node

The area occupied by each cluster is approximatéRy/k. In  network, as predicted by the analysis.
general, this is an arbitrary-shaped region with a node distri-

bution p(x, y). The expected squared distance from the nOdESr our experimentsN = 100 nodes,M = 100 m, e, =
- ’ - ’ fS -

to the clyste_r head (assumed to be at the center of mass Ofltﬁep.],emp — 0.0013 pJ, and 75 m< dyops < 185 m, S0 we
cluster) is given by

expect the optimum number of clusters tolbe k¢ < 6.

dissipation per round

Average energy
w
o

[d2 ://@:2 +y2)p(x, y)dady These analytical results were ve_rified using simulations on
a 100-node network where we varied the number of clusters

_ ¥ p(r, 6)rdrdo (13) between 1 and 11 and ran LEACH for 1000 simulated sec-
) T ’ onds. Note that for these simulations, the nodes were placed

randomly throughout the 100 m100 m area and we made
no restrictions on the distance between the nodes and their
cluster heads (e.gd:,cy) or between the nodes and the BS
2m o M/Vwk M4 (e.g.,d:ops). Even though we made these assumptions for the
E[d2 ] = Sqrdg = L2 (14) gt : oo
toCH] = P o) —o rear o k2 analysis, Fig. 6, which shows the average energy dissipated per
== round as a function of the number of clusters, shows that the

If the density ofznodes is uniform throughout the cluster are&mulation agrees well with the analysis. This graph shows that
thenp = (1/(M*/k)) and the optimum number of clusters is around 3-5 for the 100-node

If we assume this area is a circle with radiis= (M/v7k)
andp(r, 6) is constant for andd, (13) simplifies to

2 1 M network. When there is only one cluster, the non-cluster head
Eldiocul = o k- (15)  hodes often have to transmit data very far to reach the cluster
Therefore, in this case head node, draining their energy, and when there are more than
) five clusters, there is not as much local data aggregation being
Fnon—cit = 1 Eetee + leg 1 M (16) performed. For the rest of the experiments, weiset five.
non— elec s 27‘_ k .
The energy dissipated in a cluster during the frame is C. Energy Gains

I — Bewt N Yy ~ B +EE Inthese experiments, each node begins with only 2 J of energy
cluster = BCHT | non—CH ™~ BOH T 57 Fmon=CH  and an unlimited amount of data to send to the BS. Each node
_ (17)  uses the probabilities in (3) to determine its cluster head status at

and the total energy for the frame is the beginning of each round, and each round lasts fors20/s.
Feoit =k Eopct tracked the rate at which the data packets are transfered to the

BS and the amount of energy required to get the data to the BS.
When the nodes use up their limited energy during the course
s L%QN> . (18) of the simulation, they can no longer transmit or receive data.

s For these simulations, energy is consumed whenever a node

=l (EelecN + EDAN + kempdfoBS + EeleCN

27k

We can find the optimum number of clusters by setting thtéansmits or receives data or performs data aggregation. Using
derivative 0fF;,;,; With respect ok to zero spread-spectrum increases the number of bits transmitted,
ota

\/ﬁ c M 6The time for a round was chosen so that on average each node has enough
fs (19) energy to act as cluster head once and non-cluster head several times throughout

kopt = — .
ort V27 \ emp A2 ps the simulation lifetime [10].
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Fig. 7. Data for the limited energy simulations, where each node begins with 2 J of energy. (a) Total amount of data received at the BS over tinaen¢iintotal
of data received at the BS per given amount of energy. These graphs show that LEACH distributes an order of magnitude more data per unit energy than MTE
routing, LEACH-C delivers 40% more data per unit energy than LEACH, and static clustering does not perform well when the nodes have limited energy.

thereby increasing the amount of energy dissipated in ttraverses several hops. In the other protocols, each message
electronics of the radio. We do not assume any static eneligytransmitted over a single hop, to the cluster head, where
dissipation nor do we assume energy is consumed duridgta aggregation occurs. The aggregate signals are sent to the
carrier-sense operations; hence, the results here do not acc&8itgreatly reducing the amount of data transmitted. Fig. 7(b)
for the potential energy benefits of using TDMA in LEACHshows the total data received at the BS for a given amount of
compared with CSMA in MTE. energy. This graph shows that LEACH and LEACH-C deliver
Although quality is an application-specific and data-dethe most data per unit energy, achieving both energy and latency
pendent quantity, one application-independent method e&fficiency. A routing protocol such as MTE does not enable
determining quality is to measure the amount of data (numdegal computation to reduce the amount of data that needs to
of actual data signals or number of data signals represenigitransmitted to the BS.
by an aggregate signal) received at the BS. The more datdrig.- 7 shows that LEACH is not as efficient as LEACH-C
the BS receives, the more accurate its view of the remdieEACH-C delivers about 40% more data per unit energy than
environment will be. If all the nodes within a cluster are sensidgeACH). This is because the BS has global knowledge of the
the same event, the actual and effective data will contain tiegation and energy of all the nodes in the network, so it can
same information, and there is no loss in quality by sendifoduce better clusters that require less energy for data trans-
effective or aggregate data. If, on the other hand, the nod@sion. In addition, the BS formation algorithm ensures that
are seeing different events, the cluster head will pick out tieere arek = 5 clusters during each round of operation. As
strongest event (strongest signal within the signals of the clustegre are only 100 nodes in the simulation, even though the ex-
members) and send that as the data from the cluster. In thgsted number of clusters per roundis= 5 in LEACH, each
case, there will be a loss in quality by aggregating signals inteund does not always have five clusters.
a single representative signal. As with radio wave propagation,Fig. 8(a) shows the total number of nodes that remain alive
it is difficult to quantify signal propagation as it depends ofver the simulation time. While nodes remain alive for a long
factors such as the nature of the signal, the path between tiiee in MTE, this is because a much smaller amount of data
source and the sensor, and the sensitivity of the sensors. If & been transmitted to the BS. If we plot the total number of
distance between nodes within a cluster is small compared witgdes that remain alive per amount of data received at the BS
the distance from which events can be sensed, or if the distaticg. 8(b)], we see that nodes in LEACH can deliver ten times
between events occurring in the environment is large, there ig'@re effective data than MTE for the same number of node
high probability that the nodes will be sensing the same eveflaths. There are two reasons that MTE requires more energy
For our experiments, we assume that all nodes in a cluster set@sgend data to the BS (hence, causing more node deaths for
the same events. the same amount of data delivery): collisions and lack of data

Fig. 7 shows the total number of data signals (actual for MTIgregation. Because MTE does not have any centralized con-
and effective for LEACH, LEACH-C, and static cIustering)trOl over when nodes transmit and receive packets, collisions
received at the BS over time and the total data received iB¢reéase the amount of energy required to send each successful
the BS for a given amount of energy. Fig. 7(a) shows thBi€SSage. Furthermore, each message in MTE must traverse
LEACH sends much more data to the BS in the simulation tinfProximately0.6v/N' = 6 hops to get to the BS,whereas
than MTE routing. The reason MTE requires so much time7rhe analysis for finding the average number of hops is similar to the analysis
to send data from the nodes to the BS is that each messageénding E[d2, ] in (13).
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Fig. 8. Data for the limited energy simulations, where each node begins with 2 J of energy. (a) Number of nodes alive over time. (b) Number of nedes alive p
amount of data sent to the BS. LEACH can deliver ten times the amount of effective data to the BS as MTE routing for the same number of node deatits. The benef
of rotating cluster heads in LEACH is clearly seen by comparing the number of nodes alive in LEACH and static clustering.

each message in LEACH need only traverse one hop duethat assigns the cluster head role to another node in the cluster
data aggregation at the cluster head. Of course, this assumbgn the current cluster head node dies. Adapting the clusters
perfect aggregation—the advantages of using MTE becomlepending on which nodes are cluster heads for a particular
greater when this assumption is relaxed. round (as in LEACH) is advantageous because it ensures that
Fig. 8 shows why static clustering performs poorly (as se&@des communicate with the cluster head node that requires
in the results from Fig. 7)—the cluster head nodes die quickiie lowest amount of transmit power. In addition to reducing
ending the lifetime of all nodes belonging to those cluster8nergy dissipation, this ensures minimum inter-cluster in-
Therefore, rotating the cluster head position enables LEACH®@ference. If, on the other hand, the clusters were fixed and

achieve a longer lifetime than static clustering. only the cluster head nodes were rotated, a node may have to
use a large amount of power to communicate with its cluster
head when there is another cluster's cluster head close by.
V. DISCUSSION

Therefore, using fixed clusters and rotating cluster head nodes

While LEACH appears to be a promising protocol, there amithin the cluster may require more transmit power from the
some areas for improvement to make the protocol more widglpdes, increasing non-cluster head node energy dissipation and
applicable. In the current implementation of LEACH, we adnhcreasing inter-cluster interference. However, the advantage
sume sensors always transmit data to the cluster head duffjxed clusters is that once the clusters are formed, there is no
their allocated TDMA slot (or, for MTE routing, ea¢h.1.y sSec- Set-up overhead at the beginning of each round. Depending on
onds). To save energy, nodes may only need to transmit déte cost of forming adaptive clusters, an approach where the
after they detect some interesting event. In this case, we nedysters are formed once and fixed and the cluster head position
need to rethink the intra-cluster communication scheme to makéates among the nodes in the cluster may be more energy
sure that we efficiently utilize bandwidth when not all nodesfficient than LEACH.
communicate to the cluster head all the time. Finally, we showed that using data aggregation reduces en-

Another assumption we have made is that all nodes are withkirgy dissipation and latency in data transfer compared with an
communication range of each other and the BS. This assurapproach like MTE that cannot take advantage of local data
tion limits the scalability of the protocol but can be relaxed byorrelation. However, if there is no correlation among the data
using collision-avoidance techniques during the set-up phasgd@d, hence, the cluster head cannot compress the data from the
reduce collisions in ADV and Join-REQ messages and usinggster members), a multihop approach like MTE will outper-

hierarchical or multihop routing approach to get data from thg, | EACH. In Section I1I-A we discussed an approach to de-
cluster head nodes to the BS. The cluster heads could for

X . fine the number of node$ in an approximateh\f x M
multihop b_ackbone whereby data are t.ransmltted among clusrteeéion of space around each node. We canéetppropriately
heads until they reach the BS. Alternatively, LEACH can evolve ) . - e
into a hierarchical protocol by forming “super clusters” out or° that there is a high probability that "’?" the sensors Wlthm the
the cluster head nodes and having a “super-cluster head” tifa< M aréa have correlated data. Using the determined value
processes the data from all the cluster head nodes in the sUpEfY» €ach node can find the approximate optimaglue (19)
cluster. These changes will make LEACH suitable for a wid&nd compute the appropriate probability that it should become a
range of wireless microsensor networks. cluster head during the next round. Using this approach we can

As our results have clearly shown the advantage of rotatiagsure that, with high probability, the clusters have correlated
the cluster head position among all the nodes, it would Is@ta and the protocol can scale to a large number of nodes and
interesting to compare LEACH to a fixed clustering protocd large network area, and can handle dynamic nodes.
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VI. CONCLUSION [20] G. Pottie, “Wireless sensor networks,” Proc. Information Theory
Workshop San Diego, CA, June 1998, pp. 139-140.

When designing protocol architectures for wireless mi-[21] G. Pottie and W. Kaiser, “Wireless integrated network sensors,”
crosensor networks, it is important to consider the functio Commun. ACMvol. 43, pp. 51-58, May 2000.

22] T. Rappaport, Wireless Communications: Principles & Prac-

of the application, the need for ease of deployment, and the™ (e Englewood Cliffs, NJ: Prentice-Hall, 1996.
severe energy constraints of the nodes. These features led [@3] R.Ruppe, S. Griswald, P. Walsh, and R. Martin, “Near term digital radio
to design LEACH, a protocol architecture where computation ~ (NTDR) system,”inProc. MILCOM vol. 3, Monterey, CA, Nov. 1997,

pp. 1282-1287.

is performed Ioca!ly tO_ reduce the a_mOl_mt of tfaﬂsmitted{m] T. Shepard, “A channel access scheme for large dense packet radio
data, network configuration and operation is done using local ~ networks,” inProc. ACM SIGCOMM Stanford, CA, Aug. 1996, pp.

control, and media access control (MAC) and routing protocols,_, 219-230.

25] S. Singh, M. Woo, and C. Raghavendra, “Power-aware routing in mobile

enable |OW'energy networking. Results from our eXp(':‘rm']em: ad hoc networks,” ifProc. 4th Annual ACM/IEEE Int. Conf. Mobile

show that LEACH provides the high performance needed under  Computing Networking (MobiCom{ct. 1998.
the tight constraints of the wireless channel. [26] A. Wang, W. Heinzelman, and A. Chandrakasan, “Energy-scalable

protocols for battery-operated microsensor networRsgt. 1999 IEEE
Workshop Signal Processing Systems (SiPS, 'pp) 483—-492, Oct.

1999.
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